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Indian agriculture is known throughout the world for

its multi-functional success in generating employment,

livelihood, food, nutritional and ecological security.

Pigeonpea finds a prominent place in Indian meals and

remain a primary source of protein for the majority of

vegetarian population of the country. It occupies an

important place in human nutrition due to its high protein

content than cereal grains. Therefore its availability to

common man is a major challenge. Due to high variability in

yield from year to year, there is a need to provide reliable

yield forecast which will be helpful in decision making as

well as future planning. Various studies are existing in the

literature, for forecasting crop yield with linear and non-

linear techniques but the prominent one among linear are

Regression and Autoregressive Integrated Moving Average

(ARIMA) Model and for non-linear, Artificial Neural Network

(ANN) architecture (Agrawal et al. ,  1986;Zhang,

1998;Sharma et. al., 2012; Kumari, et. al.,2013 and Kumari,

et. al.,2014).

Multiple linear regressions  (MLR) are widely suitable

for short or intermediate term forecasting. In the present

study, MLR was used for developing forecasting models

using predictors as appropriate un-weighted and weighted

weather indices (Kumar et al. ,1999; Varmola et.

al.,2004:Agrawal and Mehta, 2007; Chauhan et al.,2009).

The ARIMA model, also known as the Box-Jenkins

model(Box and Jenkins, 1970)is commonly used as the most

efficient forecasting technique. ARIMA essentially relies

on past values of the data series as well as previous error

terms for forecasting. However, ARIMA models are relatively

more robust and efficient than more complex structural

models in relation to short-run forecasting (Gorantiwar et.

al.,2011; Kumar et. al.,2013 ).

On the other side, ANNhas many distinguishing

features that make it attractive to researcher.This is in

contrast to many traditional techniques for time series

predictions, such as Regression and ARIMA, which assume

that the existing relation in the problem under study is

generated from linear processes and so might be

inappropriate for most real-world problems that are nonlinear.

Therefore, there is need to solve nonlinear, time-variant

problems also as many applications such as in agriculture

and other field, which are basically uncertain in their

behaviour and changes with time. ANNs are known to

provide competitive results to various traditional time series

models such as ARIMA model (George et. al.,2001; Ho

et. al.,2002; Mishra and Singh, 2013; Meena et. al.,2016).

MATERIALS AND METHODS

In the present study, time series secondary data on

pigeonpea yield for Varanasi were collected for the period

1985-86 to 2011-12 from All India Coordinated Research

Project on Pigeonpea (Indian Council of Agricultural

Research) and weekly weather data for region of Varanasi
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were collected from All India Coordinated Research Project

on Dry Land Agriculture, Institute of Agricultural Sciences,

Banaras Hindu University, Varanasi. Five main weather

variables maximum temperature (X
1
), minimum temperature

(X
2
), rainfall (X

3
), maximum relative humidity (X

4
) and

minimum relative humidity (X
5
) were considered for building

regression model.

Multiple linear regressions (MLR) model

In the present study, MLR technique was used for

developing crop weather based forecasting models using

predictors as appropriate un-weighted and weighted weather

indices. Here weekly weather data from July 1[25th standard

meteorological week(SMW)] to March 15[11thSMW] in each

year from 1985-86 to 2011-12 of Varanasi were utilized for

development of multiple regression models. Out of 27 years

data, 24 years data were utilized for development of

regression model and 3 years data were used to validate the

forecasting ability of developed model.

Agarwal and Mehta (2007) model was followed as

given below:

Where, Z
i,j

, Z
iI’,j

: Weather indices; i,i’:  1, 2, …p; Y:

Dependent Variable; T:Year number; A
0
:Intercept ; p:Number

of weather variables under study. ‘e’error term, is normally

distributed with mean zero and constant variance.Stepwise

regression technique was used to select the important

weather indices.

Autoregressive integrated moving average (ARIMA) model

ARIMA is one of the most traditional methods of

non-stationary time series analysis. In contrast to the

regression models, the ARIMA model allows time series

data to be explained by its past or lagged values and

stochastic error terms. ARIMA model is usually stated as

ARIMA (p, d, q) and is expressed in the form:
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Where Y
t
and e

t
 are the actual values and random error with

mean zero and the constant variance 
e
2 at time t, respectively,


i
(i = 1,2,…….,p) and 

j
( j = 1,2,……,q) are model parameters,

p and q are referred to as orders of autoregressive and

moving average polynomials respectively (Box and Jenkins,

1970).

In order to construct the best ARIMA model order of

autoregressive (p), differencing (d) and moving average (q)

parameters have to be effectively determined. The model

having relatively small Root Mean Squared Error (RMSE),

relatively high R2 and adjusted R2 was considered to be the

best among all.

Artificial neural network (ANN)

Artificial neural network (ANN) by name itself says

that it is a network of artificial neurons which follows the

concept of function as in human brain neurons. The structure

of artificial neural network consists of several layers of

processing units /neurons/ nodes (Haykin, 2001).

Modeling with ANN involves two important tasks,

namely, topology and learning algorithm of network. The

topology of a networks involves (i) fixing the number of

layers, (ii) the number of neurons for each layer, (iii) the node

function for each neuron, (iv) whether feedback or feed-

forward, and (v) the connectivity pattern between the layers

and the neurons. All these adjustments are to be taken care

of for improved performance of the system. The learning

phase involves adjustments of weights as well as threshold

values. (Haganand Menhaj,1994).

Usually, the data is divided into three non-overlapping

sets: the so-called training,validation and testingset. The

training set, consisting lager portion of data, is used to

teach the network in order to get the desired target function.

Then the validation set is used to decide when to stop

training process, to avoid over fitting, a situation where the

network memorizes the training data rather than learning the

law that governs them. The testing data set, which exposed

to theunseen data, is used tomeasure performance of trained

network bymean square error (MSE) or root mean square

error (RMSE).

In present case, Neural Network architectures were

developed by using Levenberg Marquardt (LM) Algorithm

(Ranganathan, 2004; Hao and Bogdan 2011) as a training

algorithm of weight matrix.

RESULTS AND DISCUSSIONS

Multiple linear regression (MLR) model

The stepwise multiple linear regression analysis

results presented in Table 1 showed that all the generated

variables entered in three different modelsaffected

significantly the yield but Model 3 was considered better

than the remaining three models because of greater value

R2/Adjusted R2value. Model 3 was explained by the variables

viz. constant, Z251, Z20 and Z11. The constituent of each
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of these generated variables is as follows:
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Where,

r
25w

= Correlation coefficient between yield (Y) and product

of 2ndand  5th weather parameter (viz. minimum temperature(X
2
)

and minimum relative humidity(X
5
)and)

r
1w 

= Correlation coefficient between yield (Y) and 1st weather

parameter (viz.maximum temperature (X
1
))

The estimates of the constant and independent

variables entered in the Model 3, were 4736.30, 0.58, -8.89

and 76.16 with standard error of 1452.75, 0.14, 3.14 and 35.63

respectively. Also they are statistically significant (Table

1). Since the models were developed only on the basis of 24

years data while three years data were taken as holdout in

order to check the forecasting ability of the models.  MSE

of the Model 3 was calculated on the basis of three years

data which were used to explain the error in the forecasting

model and so MSE for that model was 781497.00. R-square

and Adjusted Rsquare were 0.59 and 0.51 respectively

(Table 1).The forecasted value of yield of late maturing

pigeonpea during the year 2012-13 was obtained as 1205.76

kg ha-1 by this regression model.

ARIMA Model

In the present study, attempts were made to forecast

the pigeonpea yield in Varanasi region with the help of

ARIMA model. Since, with different combinations of

parameters such as autoregressive terms (p), differencing

terms (d) and Moving Average terms (q), none of the

ARIMA models were found to be significant hence, ARIMA

was not considered to be appropriate for this situation.

Artificial neural network architecture

Neural Network architecture was developed by using

time series yield data of pigeonpea where lag values are

taken as independent variable and MATLAB Neural Network

Toolbox 2010 was used to develop thesearchitectures. The

network used was a two-layer feed-forward network.

Out of various architectures of Neural Network, the

best architecture (having relatively small MSE/RMSEand

high R2 value) was chosen with following topology: a) two-

layer feed-forward network (one Input & one Hidden Layer)

b) Input layer having two lag value of time series yield data

as inputs c) Hidden layer having two node with sigmoid

activation function and d) Output layer having one node

Table 3: Performance of models

Model Accuracy ANN ARIMA MLR
and forecasted value

Forecast 980.84 Non Significant 1205.76

RMSE 299.93 884.02

MSE 89961.49 781497.00

R square 0.63 0.59

Table 1: MLR model estimate of the predictors yield

Model                                                                 Coefficients

B Std. Error t Sig.

1 (Constant) 402.36 274.02 1.46 .156

Z251 .60 .15 4.03 .001

2 (Constant) 3413.98 1421.74 2.40 .026

Z251 .70 .14 4.80 .000

Z20 -7.04 3.27 -2.15 .043

3 (Constant) 4736.30 1452.75 3.26 .004

Z251 .583 .14 3.98 .001

Z20 -8.89 3.14 -2.82 .010

Z11 76.16 35.63 2.14 .045

Table 2:ANN model parameters

Weights H
1

H
2

Biases Values

I
1

WI
1
H

1
= 0.76 WI

1
H

2 
=  -1.36 BH

1
-1.64

I
2

WI
2
H

1
=  1.50 WI

2
H

2
=  -2.05 BH

2
0.56

O WOH
1
=  -0.46 WOH

2
=  -0.99 B

O
-0.34
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with Linear activation function.

Therefore, four weights for input to hidden neurons

and two weights for hidden to output neurons and three

bias values were chosen. For training 70%, for each of

validation and testing 15 % data were used by using Random

Data Division Process.

Let the two input lag value in input layer were

denoted by notation I
i 
(i=1,2),  two hidden node of hidden

layer were denoted as H
j
(j=1,2) and output node is denoted

as O then the weights among input & hidden neurons are

denoted by WI
1
H

1 ,
WI

2
H

1 ,
WI

1
H

2, 
WI

2
H

2 
and among hidden

& output neurons WOH
1 ,

WOH
2
. Similarly, bias values of

three nodes (two hidden nodes and one output node) were

denoted as BH
1, 

BH
2, 

and B
O. 

The performance of the

proposed network when trained with Levenberg-Marquardt

(LM) algorithm was accessed by their Mean Squared Error

(MSE) value along with multiple correlation coefficient (R)

between observed and predicted outputs. Here parameters

of ANN model i.e. weights among different nodes and

biases value of each node were mentioned in the Tables 2.

From Fig.1, it was observed that the best validation

performance MSE 89961.49 or RMSE 299.93was obtained at

epoch 2. The regression analysis plot shown in Fig.2,

displayed a linear regression between network outputs and

the corresponding targets with the R value as 0.79 (R2= 0.63)

showing the fit was reasonably good for the data sets.The

forecasted value of yield of pigeonpea during the year 2012-

13 was obtained as 980.84kg ha-1 by this architecture.

Comparison of ANN, ARIMA and MLR Model:

Table 3 reflects that the forecasted value of yield was

best explained by ANN model during 2012-13 for pigeonpea

yield in Varanasi region with having relatively small value

of root mean squared error (RMSE) 299.93 and relatively

high value of R2 0.63.

CONCLUSION

This paper aimed to evaluate the performance of

Artificial Neural Network (ANN) by comparing it with

Multiple Linear Regression (MLR) and Autoregressive

Integrated Moving Average (ARIMA) Model. As compared

to both linear model, ANN architecture, was found to be

more appropriate for forecasting yield of pigeonpea for

Varanasi region.
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