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The air temperature at the Earth’s surface is one of the 
most important environmental factors. It is a weather parameter 
that directly influences the yield and production of crops. All the 
biological and chemical processes taking place in the soil are 
affected by air temperature. Deviation of air temperatures from 
critical limits negatively affects the biochemical processes in cells, 
limiting the growth of plants and causing death of plants.  Increase 
in temperature  is found to cut back yields and quality of 
many crops, most importantly cereal and food grains (Richard 
et al., 2017) by affecting the growth and development of some 
critical phenological stages (Bokhari et al., 2017). It also has some 
direct consequences on animal productivity. Increased thermal 
stress reduced animal eating and grazing activity (Mader and Davis, 
2004) and can cause reductions in productivity and fertility. Almost 
every aspect of environment is affected by the air temperature 
variations, which makes it necessary to forecast the upcoming air 
temperature to adopt suitable mitigation and adaptation strategies. 

Sound environmental policies are based on modeling the variations 
of surface air temperature and making dependable forecasts 
(Romilly, 2005), paving the way for smooth communication 
among environmental researchers, policy makers, and the general 
public (IPCC, 2007). In a broader context, air  temperature affects 
many other environmental factors in complex ways. Moreover, air 
temperature is a critical input parameter in many eco-environmental 
models in the fields of crop growth simulation (Bechini et al., 
2006), agro-ecological zoning (Ye et al., 2008), and food security 
assessment (Ye et al., 2012), for example.

Historical air temperature records have been used many 
a time for the statistical modeling of air temperature variations 
(Rahmstorf et al., 2007). Among several methods available for the 
time series analysis and forecasting, ARIMA models are widely 
used by various scientists in recent time, especially last decade. Auto 
Regression Integrated Moving Average (ARIMA) and Seasonal 
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The long-term air temperature data series from 1971-2019 was analyzed and used for forecasting mean monthly air temperature at the district level. The Augment-
ed Dickey-Fuller test, Kwiatkowski-Phillips-Schmidt-Shin test, and Mann-Kendall test were employed to test the stationarity and trend of the time series. The 
mean monthly maximum air temperature did not show any significant variation while an increasing trend of 0.04°C per annum was observed in mean monthly 
minimum air temperature, which was detrended. Box-Jenkins autoregressive integrated moving–averages were used to forecast the forthcoming 5 years (2020-
2024) air temperature in the district Jalandhar of Punjab. The goodness of fit was tested against residuals, the autocorrelation function, and the histogram. The fitted 
model was able to capture dynamics of the time series data and produce a sensible forecast.
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Auto Regression Integrated Moving Average (SARIMA) were 
found to be the best fit model to understand the climatic variables 
(precipitation and air temperature) (Gorantiwar et al., 2011; Kumar 
et al., 2013; Dwivedi et al., 2017). 

A few studies have been done in time series of air 
temperature using ARIMA in Punjab. Therefore, in this paper, we 
study the time series of mean monthly maximum and minimum 
air temperature to examine the statistical properties and to develop 
the predictive model to forecast the mean monthly maximum and 
minimum air temperature upto five years ahead using seasonal 
ARIMA model. 

MATERIALS AND METHODS

Study area and data source

The geographical location of Jalandhar is 31°19’32’’ N 
75°34.75’ E. It is classified as central plain zone of Punjab, India. 
It lies on 242m above mean sea level. The climate of Jalandhar is 
warm and temperate. The average annual air temperature is 23.9 °C 
and rainfall is about 769 mm per year. In this study, we obtained air 
temperature data for 49 years (1971-2019) from Regional Potato 
Research Institute, Jalandhar and India Meteorological Department 
for the Jalandhar district of Punjab, India. Fig. 1 gives the sketch of 
the actual mean monthly maximum and minimum air temperature 
(1971-2019) data. 

Normality of data

In this paper, we used quantile-quantile plot (Q-Q) 
plot and Shapiro-Wilk normality test to check the normality 
of the weather data. A Q-Q plot is employed to compare a 
data set with a distribution, and consists of a scatter diagram 
of the data set {x1, …, xn} in ascending order with the values 
{F-1(1/2n), F-1(3/2n), …, F-1(1−1/2n)}. 

The Shapiro-Wilk test calculates a W statistic that 
tests whether or not a random sample, x1, x2,…,xn comes from 
(specifically) a normal distribution. Small values of W indicate 
departure from normality and percentage points for the W statistic, 
obtained via Monte Carlo simulations. The test has best results in 
comparison studies with other goodness of fit tests. The W statistic 
is calculated as follows:

Where, the x(i) are the ordered sample values (x(1) is the smallest) 
and the ai are constants generated from the means, variances and 
covariances of the order statistics of a sample of size n from a 
normal distribution.

Stationary of data

The first step in building the model was to establish 
whether there is any stationarity in the observed data. A stationary 
time series has constant statistical properties (mean, variance and 

covariance) over the time which is the only accurate population 
estimate (Cowpertwait and Metcalfe, 2009). Moreover, the stationary 
time series is easily predicted and it is a serious assumption made by 
many models while making predictions from the past values (Nua, 
2014). In this study, we used Augmented Dickey Fuller (ADF) test, 
Kwiatkowski-Phillips-Schmidt-Shin (KPSS), Mann-Kendall test 
(Huang et al., 2016) to check the stationarity of the weather data. 

ARIMA description

ARIMA model is a valuable approach for predicting the 
futures of ‘time series’ variable, which assumes stationarity of the 
time series. It is consists of three models using auto-regressive, 
integrated, moving-average (ARIMA) models for time series data. 
An ARIMA (p, d, q) model can account for temporal dependence 
in many ways. Firstly, the time series is d-differenced to render it 
stationary. If d = 0, the observations are predicted directly, and if d 
= 1, the observations need to be differenced to make it stationary. 
Secondly, the time dependence of the stationary process {Xt} is 
modelled by including p auto-regressive models. The equation for 
p is: 

(1)

where: c is the constant, φ is the parameter of the model, xt is the 
value that observed at t and εt stands for random error. Thirdly, q are 
moving-average terms, in addition to any time-varying covariates. 
It takes the observation of previous errors. The equation for q is:

(2)

where: θi is the parameter of the model, εt is the error term. Finally, 
by combining these three models, we get the ARIMA model. Thus, 
the general form of the ARIMA models is given by:

(3)

where: Yt is a stationary stochastic process, c is the constant, εt is 
the error or white noise disturbance term, φi means auto-regression 
coefficient and θj is the moving average coefficient. For a seasonal 
time series, these steps can be repeated according to the period 
of the cycle, whatever time interval. Usually, ARIMA models are 
described using the backward operator B defined as:

Bk(Xt) = Xt-k t>k; t, k є N, (4) 

where: k is the index denoting how many times backward operator 
B is applied to time series Xt characterized by time interval t, and 
N is the total number of time intervals. By employing the following 
notation:
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Table 1: Descriptive statistics of mean monthly maximum and minimum temperature 

Statistics Maximum temp (0C) Minimum temp (0C)

Mean 29.6 16.5
Standard Deviation 6.9 7.8
Kurtosis -0.9 -1.4
Skewness -0.3 -0.2
Range 29.0 27.1

Fig 1: Time series plots of mean monthly maximum and minimum temp (0C) 

Fig 2: Q-Q plots of mean monthly maximum and minimum temp (0C) 
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(5)

(6)

Eq. (1) can be written, respectively, as: 

(7)

The seasonal ARIMA (p, d, q) (P, D, Q)m process noted also as 
SARIMA (p, d, q) (P, D, Q)m is given by:

(8)

Table 2: Stationarity test results

Test p-value (Tmax) p-value (Tmin) Interpretation
Augmented Dickey-Fuller -12.602 -12.283 Stationary
Kwaitkowski-Phillips-Schmidt-Shin 0.078 0.158 Stationary

 
Fig 3: ACF (top) and PACF (bottom) plot of mean monthly maximum and minimum temp (0C)

 
Fig 4: Inverse roots of seasonal ARIMA model for mean monthly maximum temp (A) and minimum temp (B)
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where: m is the seasonal period, Φ(z) and Θ(z) are polynomials of 
orders P and Q, respectively, each containing no roots inside the unit 
circle. If c ≠ 0, there is an implied polynomial of order d + D in the 
forecast function (Brockwell and Davis, 1991).

Model diagnostic

To evaluate the model in order to select the best model 
for each category of data, the Akaike information criteria corrected 
(AICC) criteria for selecting the best model was used. AICC was 
established by AKAIKE (Akaike, 1974) to choose the best model 
among the class of plausible models. The models with the lowest 
value of AICC was selected as the most suitable model and used 
for the forecasting. The equation governing the above mentioned 
criteria is:

AICC = – 2 ln Likelihood ( φ ˆ , θ ˆ , σˆ 2 ) + 2(p + q + 1)

Where, φ = a class of autoregressive parameters, ˆ θ = a class of 
moving average parameters, σˆ 2 = variance of white noise, n = 
number of observations, p = order of the autoregressive component, 
q = order of the moving average component.

Model estimation

The analysis of model is required for the best fit and can 
be achieved by detecting the ACF and the PACF of data. Autoarima 
command was used in R software and it chose model having the 
lowest AICC value was chosen as the best for Jalandhar station of 
Punjab.

Table 3: Ljung-Box test of residuals

Weather parameter Maximum temp (0C) Minimum temp (0C) Interpretation
p-value 6.48 0.21 Does not show lack of fit

Fig 5: Residuals plots of mean monthly maximum temperature 

Fig 6: Residual plots of mean monthly minimum temperature 

Forecasting mean monthly air temperature using ARIMA model
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Calibration and validation

Calibration was done to assess the models for quality and 
accuracy of prediction. Calibration procedures were carried out to 
strengthen the models performance. Part of the observed field data, 
that is data from the meteorological station (from 1971 to 2014) was 
used for calibration of the model, while the remaining data were 
used to validate the model (2014–2019). 

Performance evaluation criteria

The models were evaluated and validated using the 
following performance criteria: root mean square error (RMSE), 
sum of squares error (SSE), mean square error (MSE) and mean 
absolute percent error (MAPE). 

Table 4: 	Best autoregressive integrated moving average models 
and goodness of fit statistics

Best model

Goodness of fit statistics

Maximum temp Minimum temp
(1,0,1) (1,1,0)12 (3,0,0) (2,1,2)12

AICC 59.22 191.81
ME 0.96 0.94

MAPE -1.32 -1.90

RMSE 1.40 1.69

Fig 7: Validation of seasonal ARIMA model for mean monthly maximum temp and minimum temp 

Fig 8: Observed and predicted time series of mean monthly maximum and minimum temp (0C)
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RESULTS AND DISCUSSION

The mean monthly maximum and minimum air 
temperature series were used to compute the descriptive statistics 
of air temperature. The statistical parameters of air temperature, 
i.e., mean (M), standard deviation (S), coefficient of skewness (CS) 
and coefficient of kurtosis (CK) were calculated to describe the 
characteristics of air temperature over the district Jalandhar (Tables 
1). Fig. 2 illustrated that the data was normally distributed as all the 
points fall within the confidence level (grey shaded area).

Stationary time series is imperative to develop and 
test ARIMA model. Therefore, we analyzed the data to test and 
confirm the stationarity of the time series using ADF and KPSS 
test. Both the test confirmed that the data was stationary (Table 
2). However, the data showed seasonal trend which was removed 
first order differencing. Further, stationarity was confirmed by the 
autocorrelation plots (Fig. 3) due to rapid decay of spikes toward 
zero. Also, AR and MA components of ARIMA were achieved 
using the ACF and PACF plots. The model was calibrated using the 
training data (1971-2014). The auto.arima function of R-software 
automatically chose the best fit model with lowest AICC. It selected 
seasonal ARIMA (1,0,1) (1,1,0)12 for maximum air temperature and 
(3,0,0) (2,1,2)12 for minimum air temperature. The same models 
were used to validate using test data (2014-2019). We used inverse 
AR and MA roots to test the stationarity and invertibility of the fitted 
model. Fig. 4 confirmed that the AR and MA roots are stationary 
and invertible as the roots of ACF and PACF lied with the circle. 
Hence, models could be considered to be valid. 

Then we diagnosed the residuals of both models using 
the Ljung-Box test (Table 2). Residuals are the difference between 
observed and the forecast data. The results of the test were 
insignificant for ARIMA models of maximum and minimum air 
temperature. As most of the spikes are close to zero, the residuals 
therefore, were uncorrelated, producing explicit coverage of 
the prediction intervals. This implied that for seasonal ARIMA 
model for mean monthly maximum air temperature, the residuals 
resembled random white noise as seen from the autocorrelation 
plots in Fig. 5. However, in Fig. 6, one spike is higher which might 
be due to the large difference between observed and fitted value. All 
the other residuals are close to zero. Hence, the residuals of seasonal 
ARIMA model for mean monthly minimum air temperature also 
exhibit random white noise.

The time plot and histogram of the residuals showed 
almost constant variance (Fig 5 and 6). Residuals are the difference 
of observed and fitted values. Time plot confirm that the residuals 
have no trend or pattern. It implicates that the forecast value is much 
close to the observe data, indicating the performance efficiency 
of the model. Both the models would be useful to forecast the 
mean monthly maximum and minimum air temperature data. The 
evidence of normality is ratified by the histogram of the residuals 
which are almost bell shape.

Performance efficiency of the models

The models performance was evaluated using model 
efficiency (ME), mean absolute percentages error (MAPE) and root 

mean square error (RMSE) for both mean monthly maximum and 
minimum air temperature. The values for the respective models are 
presented in Table 3 and are the evidence of model adequacy. The 
resulting time series models were validated with test data set for the 
period 2014-2019 to test the forecast accuracy of the models. Fig. 
7 revealed the excellent agreement between observed data and the 
seasonal ARIMA model. The forecast data followed the observed 
mean monthly maximum and minimum air temperature data.  

	 Finally, the simulations of mean monthly maximum and 
minimum air temperature for next five years (2020-2024) are shown 
in Fig. 8. The shaded part represents the 95% confidence interval. 
The predicted values are well fitted in the confidence interval, 
meaning that both the air temperatures are predicted to be stable 
with same pattern during upcoming 5 years. The results obtained 
were in agreement with the earlier findings of Babazadeh and 
Shamsnia (2014) and Abebe (2020).

CONCLUSION

In the present study, we have concluded that the seasonal 
ARIMA models can efficiently forecast the long time series. The 
goodness of fit confirms the adequacy of the models. The maximum 
and minimum air temperature time series fitted by model revealed 
that it is possible to predict the mean monthly maximum and 
minimum air temperature on the basis of historical data. Both the 
air temperatures for the next five years seem to be insignificantly 
higher from that of the reference period 1971-2019. Although the 
chosen models cannot predict the exact air temperatures, they can 
give us the information that can help policy makers to create better 
strategies for agriculture and to set up priorities for coping against 
serious climate change impacts.
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