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ABSTRACT

The stochastic structure of weekily evapotranspiration time series
estimated from the Penman equation is analyzed using an additive model. The
turning point test and Kendall's rank correlation test are applied for detecting
the trend. Correlogram technique is used to detect the periodicity, which is
then analyzed by Fourier series method. Significant harmonics were identified
. The series is then iested for stationarity and the dependent part of the
stochastic is found to be well expressed by the second order aulo regressive
modeal. As a result, the model superposes a periodic deterministic process
and a stochastic component. The developed pericdic—stochastic model may
be used for represenfing the time-based structure of the evapotranspiration

fime serigs.
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Quantification of  potential
evapotranspiration (PET) is required for
plant production, management of water
resources, environmental assessment,
irrigation scheduling and in designing water
storage and distribution systems. Most of
the rescarch workers considered
evapolranspiration (ET) either to be
deterministic or probabilistic in nature.
While the former methods do not consider
the random effects of various input
parameters, the later methods employ the
concept of probability to the extent that the
time-based characteristics of ET are
ignored. ET is stochastic in nature because
it is affected by climatological parameters

i.e. stochastic climatic variations are
transformed to become stochastic
component of ET. Henee, the ET needs to
be computed by considering both the
deterministic and stochasti¢ part of the
process. Stochastic analysis of ET time
series will provide a mathematical model
that will account for the deterministic and
stochastic parts and will also reflect the
weekly variations of crop water demands.

During the past years, many
investigators (Quimpe and Rafel, 1968;
Diver, 1977; Spolia er af 1980; Srikanthan
and McMohan, 1982; Raghuvanshi and
Walender, 2000) have analyzed the time
series of rainfall and stream flow and

*Paper presented in the National Seminar on "Agrometeorological Research for Sustainable
Agricultural Production”, held at G.A.U., Anand during 27-28 September 2001.

Journal of Agrometeorology/Ceety/4



Dec 2004]

developed the auto regressive,
trigonometric regression and other forms
of the stochastic models for generation of
the data. But no efforts were made to study
the structure of the ET, With this in view
the present study was under taken with the
following specific objectives: 1) to test the
ET time series for stochasticity; 2) to
identify and remove the trend and periodic
components; 3) to study the structure of
dependent stochastic component and
express the time dependence by an
appropriate stochastic model; and 4) to
diagnostically check for the independent
stochastic component.

MATERIAL AND METHODS

Fenman’s method is used to estimate
the reference ET. The details of this method
are presented in Doorenbos and Pruitt
{1977). Wright {1982), Richard and Pruitt
(1991}, Cuenca (1989} and Snyder (1992)
developed regression equations for
caleulating the correction factors used in
the above approaches. The Penman’s ET
series were used to develop the stoshastic
model. A peneral additive model is used
to describe the ET time series, and is given
byt

X =T, +P+S, (1

I

Where T, =the trend component at
time, “t, t = 1,2,...N; P, = the periodic
component: 5= the stochastic component
having dependent and independent parts;
and N= the number of data points. Eq. |
was systematically identified and its
components were removed. The adopted
procedures are described in the following
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subsection,
Trend component

The trend of the data was identified
for the weekly ET values (Z, i=1,2.3....n,
nis the number of weeks) using the turning
point test and Kendall’s rank correlation
test. The details of these tests are presented
in Clarke (1973). If the trend is present, then
T was removed by regression. After
removing the trend, a trend free series was
obtained as:

Y, =X,- T =P +8§ (2)
Periodic component

The Y, can be expressed in Fourier
form as follows:

P2
Y. =A F KEI A, Cosg2 nkt/P)
+ B, sin(2 n kt/P)] (3)

in which I = time span of periodicity;
k =number of harmonics: | €k <P/2: M=
number of significant harmonies; | €M <
P/2: and N = number of data points. The
Fourier coefficients A, and B, of'eq. 3 were
computed by the following formulae:

@
A =(2/N) El [Y Cos(2m kt/p)]
(da)

M
B,=(2/N) £ [Y,sin(2n kt/p)]
(4b)

i3]
A,=(1/N) L [Y] (de)

in which N = the number of data
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points. Analysis of variance test was
utilized to determine the number of
significant harmonics, For this test, periodic
means m, were computed and are expressed
in Fourier form as follows:

M
m = m,+| % [x, Sin(2nkt/P)

+B Cos(2nkt/P)] i(5)

m, = %I [m /! P] (6a)

« = (2/F) 'i [m Sin (2xkr/p)]
(6b)

B, =(2/P) ¥ [m Cos(Zmkr/p)]
=]

(6¢)

In this test, the null hypothesis was
that the variance explained by harmonic K,
which was (N/2) (= + B.7 ) is zero,
Computations were made to test the ec_and
B, values for k = 8,7...1 in order to abtain
the F-ratio, which was then compared with
its table value at 0.01 level of significance.
Thus the number of significant harmonics
was obtained and P, was computed, using
eq. 3 for these harmonics only. The
computed P, was removed from Y, which
leaves only the stochastic component, S,
to be analyzed further.

Stochastic component

It was assumed that the value of S at
time t was the combined effect of the
weighted sum of the past values (whole
year) so that the dependent part of 8 may

[Vol. 6, No. 2

be represented by the equation:

Sz - I I:E_-l ¢'M S'I & au-l H:I

in which ¢ , = the autoregressive
parameter; k= the number of parameters, k
=1,2, ....P; P=the order of the model: and
a = the independent and normally
distributed error variable. Because of the
diminishing effect of the past values on the
present, the upper limit of Eq. 7 may be
made finite, say p, resulting in a finite order
Markov model:

S =1 kE:I § ., S +al (8)
¢P.k= [{IJP.in_ = ¢F-li' E¢p_| ﬂ_k‘JI {‘-}}

p-1
4= L1, - T 108,01,/

p-1
1= 2 {6, )1 (0

rP:CFIC:} (1)
C, = EL(S,-1) (5,1l

where u=E(S ) (12}

The model represented by eq. 7 is
known as the autoregressive model of order
p. AR(p). r, = autocorrelation coefficient;
c, and C_= auto covariance function at lag
p and lag 0; and E(.) = mathematical
expeclation. The dependent part of S was
abtained by eq. 7 and then was removed,
leaving the independent part as follows:

4= [SL- 2 ¢u.l~ S:.h” (13)
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Fig.1 : Comparison between historical and generated evapolranspiration series

The a_series is called the residual
series. The fitting procedure on this model
involves two stages (Box and Jenkins.
1976): (1) Selection of the model order, p;
and (2) estimation of autoregressive
coefTicients, ¢ . For selection of order p,
Residual Variance Method (Shibata, 1985)
Porte Menteau Statistic {(proposed by Box
and Pierce, 1970 and later medified by
Ljung and Box, 1980), Akaike Criterion
(Akaike, |974) was adopted,

Diagnostic checking

Diagnostic  checking means
statistically verifying the adequacy of the
formulated model, For this checking, the
residual series was examined for any lack
of  randomness. Auto-correlation
coefficients of residual series for lag-1 (I-
60) were computed and were drawn against

lag with 85 % tolerance limits. If the
correlogram thus obtained is well within the
limits, then it can be inferred that residuals
are normally distributed with zero mean and
WVar ( 1/1). Various other test details were also
done to confirm the randomness of the
residuals, which is the condition for
accepting the formulated auto-regressive
midel.

Data

The climatic data was collected from
the meteorological observatory of Gujarat
Agricultural University Junagadh for the
past 21 years (1980-2000). The ET was
estimated for each years using the Penman
method. The mathematical procedure
described above is utilized to investigate
the structure of the time series of ET for
Junagadh.
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Table 1: Statistical properties of weekly Penman evapotranspiration

Week] Turming | Kendall Anto correlation coefficien Mean | Standard | Serial
point test{rank Corre- (mm}) | deviation | correlation
lation test r K 4 f T, Coeflicient
0l -1.93 1,878 (LZ5 -(1.37 (.29 016 013 4050 (1606 314
02 -0 1.633 .01 (151 .11 026 | -0.33 3.351 (1280 (.254
03 -0 i BRY (h03 (L35 0,27 012 | D34 a7l |GG 0,128
(4 =110 -(L335 015 =30 0,14 A8 =023 4.313 (o84 <147
05 0.53 -0.914 016 | -0.33 {1,004 -0.33 0.13 3.286 0.634 13ls
14 -1.10 -2:155 08 | =16 | -0.04 03| 011 4.5363 0,902 0211
a7 -1.93 635 0323 045 -0.57 -0.17 0.34 3575 (.659 0:322
08 -0 1.071 0,00 [ 027 | 047 0081 -0.06 4,585 1072 1351
09 0,35 0.666 A15 ) -0.05 | -0.09 015 -0.09 6,284 [.e0y 231
10 =100 =1.824 00| -0.08 (06 R 7.946 [.098 0387
il =100 -1.6335 041 (.03 {2 | 0191 Ahi4 7.044 1.OE] 0,241
12 | 38 -0.9%3 .3 0,14 -3 -3 (02 7.504 (020 0,264
13 | .38 -11L873 A0.20 0.07 012 0.19 .28 T.527 I, 188 0,341
14 .55 0,901 L6463 024 | <0018 .30 | -0.19 £.295 I 503 0136
15 =116 (1.071 .33 .23 016 -0, 04 126 9032 1.961 0158
16 -0.27 (.853 .33 .53 .45 15| 028 BE47 2097 147
17 =116 -1.333 (.41 0b6 ) 003 007 | 042 8.636 [ FR LS
1% .55 N 0,25 000 | <007 020 0332 8.746 1.432 0245
19 =110 -1 104 0021 -0.39 L.06 018 | -0.07 4780 1,259 0311
) -0.27 -(0.68T 017 | 035 -0.36 4,25 o3 9353 1.215 a1z
21 -1,03 071 nog | -0.42 ] 035 -0.06 (.36 9,460 |.B85 0428
22 .55 (1348 002 =006 -0.09 119 <003 9351 1317 437
23 {155 -11,494 .08 | -0.45 .00 hle | 013 8306 1.634 0341
4 =110 0,428 .12 ] -0.39 oz 032 024 9711 3.062 0321
25 =110 [.082 014 | -03 0.01 .23 -0.28 G206 2,190 0.311
20 0.55 1.028 =106 -0.22 049 0006 .12 Y625 1.955 0258
27 02T 1:113 009 ) 025 | -0.03 (.00 0.00 7942 1.614 0118
28 027 0821 S0 <047 | -0 07 0.13 2716 2.323 0,195
9 .27 <A}, 666 -11,25 0. -0.20 2] 010 G431 1,492 162
0 -1.93 1961 036 | 043 | 033 (.16 (25 0488 |.394 135
31 -0.27 =1.545 018 .04 1,37 (.20 0.03 9478 1,902 0,104
32 -1.53 0.577 022 020 -0.30 (.04 | 025 9.967 0.735 {1162
i3 -1.10 -1.136 (29| -031 ) -036 -(1.006 .14 (1.362 0,649 0111
34 -1.93 -0.003 .44 .85 | 022 .14 DR 10411 1004 0254
33 (.33 -0,483 007 008 | -0.20 039 | <015 10:322 1,874 333
ih 027 0247 -0.03 028 | -0.20 N E 020 k233 1.031 [y 4
37 L3227 1,077 (1,24 (20| «0.14 g9 | 003 10,444 (835 0128
38 -1.93 2,224 0,25 -0.281 k1&g S8 <005 1LETE (0,780 (:364
i9 =1 1 2554 024 ] -0.23 006 023 009 10773 1.468 (x374
44} -0.27 1.997 016 | -002 | -0 old | 000 Has 1.263 (298
4§ 027 0,003 0,09 | -0l (RN 036 | 023 G413 1.288 AL11E
42 0,27 1895 0.15 -3 NENE: oy -0.03 B.803 1.306 0185
43 -1 00 2389 -0,33 =i 16 .07 .14 RARIES 8.352 1.541 R
44 -1.93 21,563 0.1 s ] D43 n.o7 0.29 7.674 |.430 0.354
45 -0.27 =11t =004 017 (106 (.25 -3l f.334 0.805 0,195
B -1.93 i1,214 035 -032] -0.14 008 | -0014 (109 1.0&5 0187
47 =100 -Lasl .16 133 -1.21 0.25 =i 11 3.785 |.252 0ilG
4% -1.10 -1.088 015 075 -0:20 046 0o 5048 1.202 01z
44 -1.483 237 46 006 | -0.02 0013 010 4.63% [.103 -0, L 0%
5 | 38 0.577 .41 002 -0s <0011 | =034 4,700 0,985 <0, 184
Y| £).27 (16248 018 018 | -0.32 015 | -0.29 4,660 {6949 0312
E |38 13,5535 D460 002 -0.03 020 | -0.21 4680 1.925 245
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Table 3: ARMA Model estimates {or evapotranspiration estimated lrom Penman approach

Parameter ARMA (p.q) Model order
(1.0) (2,0) (3.0) (4,0
0, 0.503 0.488 0.486 | 0487
(8 0.029 -0.009 | -0.009
¢, 0077 | 0.081
&, - 0.008
Residual variance (Unbiased) 0,79 (L,775 0,786 0.787
Porte Manteau Statistic (7 *95) 24.0 121 22.2 211
Akaike Information Statistic - 420 - 411 - 426 - 422
Table 4: Autocorrelation coefficients of residuals
5 Mo Autocorrelation coefficients of residuals (a )
Lag 1-13 Lag 16-30 Lag 31-45 lag 46-00
I -0.004 -0094 -0.066 -0.065
2 (221 0116 0.132 (LO18
3 -0.054 (.0238 0.056 -0.011
4 0.221 0.15% 0156 0.016
3 0.105 0118 0.260 0.295
b -(.233 -0.181 -0.093 0.044
7 -0.087 -0.018 (.045 -0.021
8 .065 0.051 0.089 0.113
9 0,055 -0.051 D014 0.011
10 0.155 -, 103 0.008 -0.027
! 0.105 i PO 0.261 (.285
12 -0.068 (207 -0.156 -0.041
[3 -0.19] .223 (.288 -0 108
14 0.221 (0,156 .ole 0.166
15 -0.227 0,193 -{).122 0.300
obtained were removed from the original process to the series. The order of the model
time series in order to get a new stationary was determined by the procedure explained
Serics. carlier. The auto regression coefficients

obtained in this study were confirmed for

The stochastic component was ; ; . 2 ; :
P their stationarity. The residual variance,

analyzed by fitting the auto regressive
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Forte Manteau Statistic and Akaike
Information Statistic {AIC) were found to
be 0.775, 12.1 and — 411*for the second
order Markov model. Hence, S, can be
approximated by the second order Markoy
model. As the ET derived from various
approaches is a trend free series, the
developed model would describe the
periodie stochastic behaviour of the original
series: It is a superposition of a harmonie
deterministic process and second order
Markov model.

The formulated model was subjc‘cted
to various checks to test its adequacy for
representing the time dependent structure
of the ET series derived from various
appreoaches. The autocorrelation
coeflicients of the residuals for various lags
(Table 4) were computed, After comparing
the correlogram with 95 % confidence
limits, the results revealed that almost all
the coefficients are small and hence could
be treated as non-significant. The
autocorrelation coefTicient has a mean and
variance values of 0.0113 and 0.0131
respectively which approximately equal 1o
Var (1/60) = 0.0167. This leads to the
conclusion that the residuals are
independent and normally distributed. The
turning point test has also confirmed the
randomness of the residuals, corroborating
the mode], The ET values are generated by
the lormulated model and are plotted with
the corresponding observed values. The
plot indicated ¢loseness of the values and
thereby reflects the appropriateness of the
formulated ET maodel. Therefore the model
may be employed to generate the weekly
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ET wvalues, which can be used in planning
and operation of irrigation projects.

CONCLUSION

The objective of this study on the
stochastic analysis of ET is to formulate a
mathematical model of the stochastic ET,
The study revealed that the developed
model is feasible, It was found that the
weekly ET serics are trend free and periodic
and are stochastic in nature. The developed
model superposes a periodic-delerministic
process and a stochastic component. The
deterministic portion has been analyzed
using the Fourier series. The time
dependence of the stochastic portion was
well approximated by the second order
auteregressive model. The removal of this
dependence has lead to a series of
independent normal random variables. The
significance of this study is to show that
the past records of the data provide valuable
information for determining the basic time
dependent structure of ET serics.

REFERENCES
Akaike, H, 1974, A new look at statistical

identification. IEE Trans.
Awto, Control, AC 19(2), 716-722,

Box, G.LE.P, and Pierce, D.A. 1970,
Distribution of residual
autocorrelation in autoregressive
integrated moving average time series
models. J American Statis. Assoc., 70
(1): 70-79.

Box, G.E.P. and Jenkins, G.M. 1976, Time
series analysis: forecasting and control

Journal of Agrometeorology/Ceety/10



161 SUBBAIAH

Holden day, Sanfrancisco, USA., pp
STLIR

Clarke, R.T.1973. Mathematical medels in
Hydrology, Irrigation and Drainage
Paper, FAO, Rome. pp 282,

Cuenca. R.H.1989. Irrigation system design
an engineering approach, Prentice
Hall, Engle Wood Cliffs, New Jersey,
pp 133,

Doorenbos, Ioand Pruitt, W.O. 1977, Crop
water requirements, Irrigation and
Drainage Paper, FAO, Rome, pp 305,

Diver, T. G. 1. 1977. On the application of
some stochastic models to
precipitation forecasting. Quart, J.
Roy Meteorol Soc., 103 (1) : 177-89.

Ljung. G.M. and Box, G.EP. 1978. On a
measure of lack of it in time series
models, Biometricn, 65 (2); 297-304.

Quimpo, R. and Rafel, HG. 1968,
Stochastic analysis of Daily river
flows. J. Hydraulics Division, ASCE,
04 (1): 43-50.

Raghuvanshi, N.8. and Wallender, W.W.
2000. Stochastic modeling of
evapolranspiration. fntern, J. Agric,
Engg., 2(1):25-37.

[Vol, 6. No. 2

Richard, G A, and Pruitt, W.Q. 1991, FAQ
24 Reference evapotranspiration
factors. . frrig. Drain. Div, ASCE,
117 (3): 758-773,

Shibata, R.1985. Various model selection
technigues in time series analysis in
E 1 Hannan e af. Hand book of
Statistics, 5:179-187.

Snyder, R.L. 1992, Equation for
evaporation pan to evapotranspiration
conversion. J. Irrig. Drain. Div,
ASCE 118 (6): 977-980,

Spolia, S.K.. Chander. 5. and O-Connor,
K.M. 1980, An autocorrelation
approach for parameter estimation of
fractional order equal rool
autoregressive models using hyper

geometrie function. J Hydraulics
Div, ASCE, 47 (1) :1-17.

Srikantan, R and MacMohan, T.A. 1982,
Stochastic generation of monthly
stream [Mows. J. Hydrawdics Div,
ASCE, 108 (3): 419-428.

Wright,. J.L.1982. New ET c¢rop
coefficients. J. Irrig. Drain. Div,
ASCE, 108 (1): 57-74,

Journal of Agrometeorology/Ceety/11



