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Agriculture is the primary driver of Indian economy and
country’s GDP growth. Forecasting of agricultural production is
an essential element for efficient resource management. Rice is
primary crop grown in Dakshina Kannada District for three distinct
seasons, each having its own set of climatic conditions. Furthermore,
this region receives maximum rainfall and experiences fluctuations
in monsoon intensity. This generates complex models in predicting
rice crop yield. The machine learning (ML) techniques have proven
effective in modelling using both historical and current data to
predict crop yield (Aljuaydi and Wu 2022). ML algorithms like
Random Forest (RF), Support Vector Machines (SVM), k-Nearest
Neighbours (kNN) and Artificial Neural Networks (ANN) are used to
predict crop growth (Shawon et al., 2024). As example, ML models
can analyze hidden relationships between soil health parameters
and climatic variables (Zou and Okhrin 2024). Development of
crop yield models for seasons-based agriculture is crucial (Paudel,
2020). In rabi season, the crop exhibits stability during its growth,
while in Kharif seasons, the yields become erratic due to monsoon
fluctuations (Mohapatra et al., 2023).

The soil composition and NDVI are used to evaluate to
forecast rice yield using RF regression (Sutha et al., 2023). Also,
SVM, kNN and RF are combined to create a stacking model for crop
classification and yield prediction (Saravanan and Bhagavathiappan
2022). A study on use of Linear Regression, Random Forest and
SVR models to increase paddy crop predictions (Sakthipriya and
Chandrakumar 2024). A model for crop yield is established that
considers salinity, waterlogging, and soil fertility during the heavy
monsoon (Wani et al., 2017). The extraction of datasets and machine
learning models from remote sensing platforms such as Google
Earth Engine are carried out to develop ML models. From MODIS
dataset, RF models are used for predicting wheat crop yield using
NDVI and precipitation (Pang et al., 2022). GEE is also used to
establish the paddy crop yield model based on monthly NDVI and

precipitation values (Moriondo et al., 2006). ML models combined
with remote sensing data shows promising avenue for precise crop
yield prediction.

The current research provides a solid basis in Dakshina
Kannada district having high rainfall and fluctuated monsoons to
predict rice crop yields. In this region, Belthangady and Bantwal
Taluks contributes for highest crop yield for district. The rice yield
for the district was collected from Government website (https://
desagri.gov.in/) for years 2000 to 2020. Google Earth Engine
(GEE) was used to derive maps and variables, wherein green colour
region represents Dakshina Kannada district (Fig. 1). The blue
(Bantwal) and red (Belthangady) colours represent taluk region. The
precipitation and relative humidity were extracted monthly wise
from the ERAS-Land dataset from GEE. The temperature index
(GDD) was derived from MODIS (MOD13Q1) datasets aggregated
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Fig. 1: Location map of Dakshina Kannda district and Belthangady-
Bantwal taluk
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Table 1: Mean monthly precipitation, humidity and GDD for Dakshina Kannada district and Belthangady-Bantwal Taluk

Month Precipitation (mm) Humidity (%) GDD (base 10 °C)
District Taluka District Taluka District Taluka

January 8 15 58 60 430 440
February 15 25 60 62 500 510
March 40 65 65 67 570 580
April 90 150 70 73 610 620
May 180 280 75 77 640 650
June 1050 1250 85 87 450 460
July 1150 1400 90 91 420 430
August 950 1150 88 89 430 440
September 650 850 85 87 470 480
October 300 450 80 82 520 530
November 90 130 70 72 500 510
December 30 55 65 67 440 450

over district and taluk boundaries. The temporal range selected from
the work is monthly data from June to October (Kharif), February to
May (Summer) and November to March (Rabi).

The monthly mean values of precipitation, humidity and
GDD are shown in Table 1. The fifteen variables (comprising five
columns of each precipitation, humidity and GDD values for each
season) were processed using feature importance ranking. The three
variables, precipitation, humidity and GDD were considered initially
to predict the rice yield. To improve robustness and interpretability
three predictors such as precipitation (mm) that calculates monthly
cumulative rainfall, humidity (%) derived from monthly relative
humidity and GDD for three seasons were selected. The three
machine learning algorithms were developed for comparing the
crop yield. The SVM using both linear and polynomial kernels,
Random Forest (RF) having 500 number of trees with number of
variables measured at each split were selected as models for crop
yield prediction. The model performance was evaluated using
metrics such as R2, RMSE, MAE and MSE; and their results were
presented.

Selection of important predictors

Table 2 represents the Feature Importance values (%) for
Dakshina Kannada district and Belthangady-Bantwal taluk data
for different seasons. Here, the feature importance analysis using
Random Forest regressor scores were performed to determine the
significance value of each variable. It was computed by finding mean
decrease in impurity that expressed as relative percentages. This
provides a quantitative ranking of climatic variables for different
month/seasons. Based on the ranked importance scores, top five
predictors for each season were selected for model development.

During Kharif season, for Dakshina Kannada district,
the significant predictors were found to be humidity in October
and August, precipitation in June, GDD value in September and
June. This understands that early rainfall (June precipitation) acts
as foundation for crop establishment for kharif season. The later
atmospheric conditions (October humidity) influence reproductive
growth and grain filling. During the crop season, the temperature
remains vital during sowing and active vegetation stages. Here

GDD in June and September indicates its significance that relates
with yield potential. Finally, humidity in the midseason (August)
helps in moderating plant water demand during crop growth stage.

With the shift in data for taluk region, the top predictors
shifted towards GDD in September and October, humidity in
August and September, and precipitation in June, this imitates that
the position of late monsoon heat and moisture during September
strongly affects the vegetative vigour and tillering. The temperature
at late season (October) shows its importance, that relates to heat
stress affecting the reproductive success. Overall, the predictors
defined in taluk-level models can capture better for localized
climatic variability, particularly during mid-to-late Kharif season.

During Rabi season, in case of Dakshina Kannada district,
the important predictors were GDD in November, precipitation in
January and February, and humidity in November and December.
The identified predictors indicated that the early season temperature
accumulation (GDD November) and atmospheric humidity
(November and December) have a greater influence in crop
establishment and vegetative improvement. Also, the contribution
of Precipitation in January and February underscores its role during
mid-to-late season that helps in sustaining soil moisture during
reproductive development. At taluk level, the predictor ranking
underscores precipitation in December and January, humidity in
December, and GDD in November and January. The early and mid-
season precipitation becomes particularly critical for localized soil
moisture management. The humidity during December supports a
favourable microclimate for tillering. The temperature in November
and January highlights that the thermal environment becomes
important during establishment and mid-growth phases.

During summer season for Dakshina Kannada district,
precipitation in March, April and May, and humidity in March
and April, were found as important predictors. The precipitation
becomes strong during late summer rainfall that helps in maintaining
soil moisture during dry season. The early season humidity in
March and April also helps in vegetative development by reducing
evapotranspiration stress and aiding yield growth. For Taluk level,
important predictors included humidity in February, April and May,
precipitation in March and GDD in April. This specifies that the
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Table 2: Feature Importance values (%) for Dakshina Kannada District and Belthangady-Bantwal Taluk
Season Month Precipitation Humidity GDD
District Taluka District Taluka District Taluka
February 5 5 5 15 5 10
Summer  March 15 12 20 5 5 5
April 18 8 15 18 5 12
May 12 8 5 20 5 5
June 25 22 10 10 15 12
Kharif July 5 5 5 5 5 5
August 5 5 13 12 5 5
September 5 5 5 15 12 20
October 5 5 18 10 5 15
November 8 10 15 12 20 18
Rabi December 6 12 18 20 5 5
January 22 20 5 5 5 15
February 12 8 5 5 5 5
March 5 5 5 5 5
Table 3: Model evaluation district and taluk across three seasons
Season Model R? RMSE MAE MSE
District Taluk District Taluk District Taluk District Taluk
Kharif SVM (Linear) 0.340 0.426 0.339 0.286 0.285 0.214 0.115 0.082
SVM (Polynomial) 0.523 0.654 0.241 0.171 0.165 0.120 0.045 0.031
Random Forest 0.871 0.930 0.104 0.085 0.086 0.068 0.011 0.007
Rabi SVM (Linear) 0.375 0.654 0.262 0.173 0.172 0.120 0.068 0.031
SVM (Polynomial) 0.362 0.794 0.241 0.150 0.186 0.119 0.058 0.022
Random Forest 0.898 0.910 0.094 0.092 0.093 0.072 0.008 0.008
Summer SVM (Linear) 0.342 0.542 0.375 0.238 0.213 0.238 0.143 0.060
SVM (Polynomial) 0.253 0.586 0.453 0.225 0.344 0.225 0.212 0.053
Random Forest 0.818 0.841 0.197 0.189 0.165 0.153 0.039 0.036

localized moisture availability remains dominant factor for summer.
The humidity in February, April and May directly helps in crop
survival during water limited conditions. The GDD values in April
focus on its importance during rice growth due to heat accumulation
during critical growth during summer season.

With all the three different rice crop seasons, humidity,
precipitation and GDD remains dominant predictors for both district
and taluk scales. The district level models emphasized early season
precipitation and late season humidity. The taluk level models
highlighted localized mid-season conditions and temperature.
This dissimilarity understands that the taluk level predictions have
captured localized crop climate prediction that achieved a higher
predictive accuracy.

Model evaluation

The different models are developed for rice yield
prediction for district and taluk region across three seasons (Kharif,
Rabi, and Summer) and the comparative results are presented
in Table 3. For Kharif season, the linear SVM shown a modest
performance (R? = 0.340, RMSE = 0.339), while polynomial with
degree two kernel model has improved the predictive accuracy (R?
=0.523, RMSE = 0.241) for district region. Here the Random Forest
model significantly outperformed both SVM model with R?as 0.871

and a very low error metrics. This demonstrates the RF model was
able to capture nonlinear interactions between climate predictors
and yield. In case of taluk region, some improvement in predictive
model is observed for all three models. The linear SVM increased
to R? as 0.426, while polynomial kernel has shown R? as 0.654 with
RMSE as 0.171. the RF again delivered better results with higher R?
value (0.930) and lower RMSE (0.085), that indicates the benefits of
localized modelling, where variability in climate and soil conditions
is better captured.

For Rabi season, and for district level, again SVM models
performed moderately for both linear and polynomial kernels. The
Random Forest developed improved models with higher R? (0.898)
and lower RMSE (0.094). The model confirms its robustness across
different seasonal regimes. In Taluk region, the SVM models showed
substantial development compared to district-level performance.
Here, the SVM with linear kernel achieved R? of 0.654, whereas
polynomial kernel increased R? value to 0.794. The Random Forest
maintained higher predictive capability and suggests that taluk-level
improves model which reflects impact of climatic variability during
Rabi.

The district-level models exhibited lower performance
compared to other seasons for summer seasons.
developed poor models which indicate the difficulty in capturing

The linear
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yield variability during moisture limited summer conditions. The
Random Forest outperformed SVM models in developing rice crop
yield models. At taluk level, the Random Forest finally performed
better model than SVM. The developed model also emphasized
that localized modelling during summer season, where small-
scale climate variations significantly influence water accessibility
and crop growth. For all seasons, the Random Forest consistently
outperformed SVM models for all three seasons. The taluk level
region has outperformed in model development by reducing spatial
heterogeneity in climate and crop management conditions. The
performance gap became important for Kharif and Rabi seasons,
where rainfall distribution and temperature accumulation influence
the rice yields.

To conclude, humidity, precipitation and temperature-
derived GDD appeared as dominant predictors for rice crop yield
for both district and taluk scales. In district level models, the early
season precipitation and late season humidity are proved important
during analysis in various ML models. In contrast, taluk level
models emphasized on localized mid-season conditions and GDD
that captures finer scale climatic variability. Finally, the taluk
level models performed higher predictive accuracy than district
level models. The results underscore the importance of combining
seasonal climate variables with localized predictors for rice yield
forecasting in Dakshina Kannada district.
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