
Evapotranspiration is the sum of all processes by 
which water moves from the land surface to the atmosphere via 
evaporation and transpiration. It is an important agrometeorological 
parameter with various applications in agriculture and water 
resources management. There are various approaches to estimate 
evapotranspiration using climatic parameters (Allen et al., 1998; 
Mehta and Pandey, 2015; 2018), as it is influenced by different 
climatic factors such as temperature, humidity, sunshine hours, 
and wind speed. It is an important factor in agrometeorology as 
it provides information about water loss due to evaporation from 
soil, which helps farmers and agricultural scientists in irrigation 
scheduling and water resource management. Additionally, it is used 
for drought monitoring, pest and disease management, crop yield 
prediction, and climate analysis. Pan evaporation (EP) provides 
crucial information about water demand and environmental 
conditions, which are valuable for decision-making in agriculture 
and, therefore, an important topic of research. Lakhawat et al., (2024) 
investigated the effects of pan evaporation-based drip irrigation 
levels on guava performance in the Udaipur and Rewa regions. 
Sharma et al., (2023) used sensor-based irrigation scheduling 
combined with pan evaporation and crop evapotranspiration (ETc) 
to optimize irrigation and fertigation practices in okra cultivation.

There is increasing interest in applying advanced 
machine learning and deep learning techniques (Moayedi et al., 
2022, Srivastava et al., 2022; Abed et al., 2022) to improve the 
accuracy of evaporation predictions and support more precise 
hydrological studies. Kumar et al., (2024) demonstrated the use of 
Long Short-Term Memory (LSTM) and Artificial Neural Network 
(ANN) models for pan evaporation estimation. Dong et al., (2021) 
developed a novel hybrid approach combining CatBoost (a gradient-
boosting machine learning algorithm) with the Bat Algorithm (a 
nature-inspired optimization algorithm) to estimate pan evaporation 
in Northwest China. Majhi and Naidu (2021) used a Functional 
Link Artificial Neural Network (FLANN) to estimate daily EP, 
outperforming empirical and multilayer ANN models. 

In this paper, an attempt has been made to develop a 
suitable model for predicting daily pan evaporation at three stations 
in Chhattisgarh using a deep hybrid model. 

MATERIALS AND METHODS

Study area and data

Three stations, viz., Ambikapur, Jagdalpur, and Raipur 
of Chhattisgarh state, were selected for this study. Climatic data 
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Accurate measurement or estimation of evaporation loss is crucial for developing and successfully implementing water resource management 
strategies, irrigation planning, reservoir management etc. To predict the pan evaporation (EP) accurately for Raipur, Jagdalpur, and Ambikapur 
stations of Chhattisgarh, four deep learning models and three machine learning models were used and a hybrid model using Deep Neural 
Network (DNN) and Random Forest (RF) was proposed. Simulation results demonstrated that the hybrid model (DNN+RF) outperforms the 
rest with R2 of 0.964, 0.920, 0.894 for Raipur, Jagdalpur and Ambikapur respectively. It has been observed that the hybrid DNN+RF model 
demonstrated faster convergence compared to other models with high accuracy, making it efficient and well-suited for real-time applications 
such as irrigation scheduling and water resource management.
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on minimum temperature (Tmin), maximum temperature (Tmax), 
bright sunshine hours (BSS), wind speed (WS), morning relative 
humidity (RH1), afternoon relative humidity (RH2) and pan 
evaporation (EP) were collected from IMD-certified observatories 
located at these stations. These observatories are situated within 
three distinct agro-climatic zones (ACZs) of Chhattisgarh. The time 
periods covered by the datasets are provided in Table 1. 

To address the missing data, the K-Nearest Neighbors 
(KNN) imputer (Zhang, 2012) was applied to fill the missing values 
for Ambikapur. Subsequently, the data were normalized to a range 
between 0 and 1 using min-max normalization. This normalization 
step ensured that all features were on a similar scale, improving 
model convergence, reducing bias, and enhancing overall model 
performance. The normalized data were then split into 80% for 
training and 20% for testing.

Methodology

In this study, various advanced machine learning (ML) 
techniques—Support Vector Regression (SVR) with three different 
kernels (radial basis function [RBF], polynomial, and linear) (Smola 
and Schölkopf, 2004), AdaBoost, XGBoost (Ji et al., 2019) and 
deep learning techniques, including Deep Neural Networks (DNN) 
(LeCun et al., 2015), Deep Recurrent Neural Networks (DRNN), 
Deep Long Short-Term Memory Networks (DLSTM), and Deep 
Bidirectional LSTM (DBiLSTM) (Hochreiter and Schmidhuber, 
1997; Ibrahim and Elhafiz, 2023; Niknam et al., 2023), were 
employed for daily pan evaporation rate prediction. 

The inputs to the model consisted of different combinations 
of Tmax, Tmin, BSS, WS, RH1, and RH2, while the corresponding 
EP value served as the target variable. The model received the first 
input pattern and calculated the predicted output through its internal 
processes. The error was computed by comparing the predicted 
output with the corresponding target value. The model’s parameters 
were then updated using the specific approach’s update rules and 
the error value. This process continued until all 80% of the training 
inputs were used, marking the completion of the first experiment. 
The experiment was repeated until the RMSE reached its minimum 
value. Once the error was minimized, the model’s parameters 
were frozen and used to evaluate the model with the testing set. 
During testing, the testing patterns were fed into the model, and 
various performance metrics were calculated to assess the model’s 
effectiveness. The performance of these models, along with the 
proposed hybrid model, was evaluated and compared to identify the 
most effective approach for predictive analysis.

Proposed hybrid model using DNN and Random Forest

A hybrid model is proposed by combining a Deep Neural 
Network (DNN) and a Random Forest (RF) regressor (Breiman, 

2001) in series. The DNN consists of four hidden layers with 64, 
32, 16, and 8 neurons, respectively, each utilizing ReLU activation 
functions. The output of the fourth hidden layer is used as input to 
the RF regressor in a sequential manner. The Adam optimizer and 
Mean Squared Error (MSE) loss function are employed to train the 
combined model (DNN+RF). Initially, the DNN portion of the model 
is trained, and the output from the fourth hidden layer is passed to 
the RF regressor. Finally, the hybrid DNN+RF model is evaluated 
using the test data. This process is repeated for the specified number 
of epochs to ensure convergence and accuracy. To estimate the EP 
rate, simulations were conducted using Python 3.12.0, leveraging 
libraries such as pandas, sklearn, tensorflow, matplotlib, keras, and 
seaborn.

RESULTS AND DISCUSSION

The performance of various machine learning models, 
SVR (with RBF, Polynomial, and Linear kernels), AdaBoost, and 
XGBoost, across three stations (Raipur, Jagdalpur, and Ambikapur) 
using RMSE and R² as metrics for different input combinations are 
presented in (Table 2). XGBoost consistently delivered the best 
results across all stations, particularly with the input combination 
of all six inputs, achieving the lowest RMSE (0.67 for Raipur, 
0.68 for Jagdalpur, and 1.03 for Ambikapur) and highest R² values 
(0.955, 0.879, and 0.912, respectively). While SVR with the RBF 
kernel showed competitive performance, XGBoost outperformed 
it in accuracy. AdaBoost generally lagged behind other models, 
especially with complex input combinations. Overall, XGBoost 
demonstrated robust and consistent performance across all stations 
and input features, making it the most effective model for these 
datasets (Table 2).

The performance of four deep learning models, DNN, 
DRNN, DLSTM, and DBi-LSTM are presented in Table 3. Among 
these, the DRNN model demonstrated superior performance for 
Raipur with five input variables, achieving an RMSE of 1.05 and 
R2 value of 0.891. Similarly, for Jagdalpur, DRNN produced the 
best results using six inputs, with an RMSE of 0.97 and R2 value 
of 0.771. In contrast, the DLSTM model outperformed others for 
Ambikapur, delivering the lowest RMSE of 1.00 and R2 value of 
0.751 with five input variables (Table 3).

Further, the hybrid DNN+RF model was trained, and 
the results of the model are displayed in Table 4 for different 
combinations of input variables. Table 4 reveals that for Raipur and 
Jagdalpur, the two-inputs and three-hidden-layers model performed 
better than the two-inputs and four-hidden-layers model, with 
RMSE values of 0.9297 and 0.869, and R² values of 0.9116 and 
0.8154, respectively. The model with two inputs and three or four 
hidden layers yielded similar results for the Ambikapur station, with 
an RMSE of 0.93 and an R² of 0.770 (Table 4).

 The hybrid DNN+RF model with four inputs and three or 
four hidden layers performs equally well for Raipur and Jagdalpur, 
with RMSE values of 0.73 and 0.67, and R² values of 0.946 and 
0.893, respectively. For Ambikapur, the model with four inputs and 
four hidden layers performs better than the model with three hidden 
layers, with an RMSE value of 0.66 and an R² value of 0.886. For 
models with five inputs and three hidden layers, performance was 
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Table 1: Details of study location and datasets

Name of 
station

Latitude
(°N)

Longitude
(°E)

Training 
period

Testing 
period

Ambikapur 23.14 83.19 1996-2013 2014-2017
Jagdalpur 19.09 82.02 1993-2012 2013-2017
Raipur 21.25 81.63 1981-2010 2011-2017
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better for Raipur and Jagdalpur, with low RMSE values of 0.56 and 
0.63, respectively. However, for Ambikapur, the model with four 
hidden layers performs better, with an RMSE value of 0.65. The 
R² values for the five-input models with both three and four layers 
are almost identical across all three stations. The models with three 
hidden layers achieved the best results for the Jagdalpur station 
using all six inputs, with an RMSE of 0.54 and an R² of 0.929. In 
contrast, for Raipur and Ambikapur stations, the models with four 

hidden layers performed the best, with RMSE values of 0.63 and 
0.60, and R² values of 0.959 and 0.904, respectively, using all six 
inputs.

 In summary, for the Raipur station, the proposed hybrid 
DNN+RF model with three hidden layers and five climate inputs 
performed better, with RMSE and R² values of 0.56 and 0.968, 
respectively. For Jagdalpur, the model with three hidden layers and 

Table 2: Results of ML based models for all stations

Input Combinations Model Kernel Raipur Jagdalpur Ambikapur
RMSE R2 RMSE R2 RMSE R2

Tmax,Tmin
SVR

RBF 1.45 0.784 1.17 0.641 1.22 0.635
Polynomial 1.47 0.778 1.16 0.650 1.24 0.619
Linear 1.54 0.756 1.21 0.619 1.34 0.556

AdaBoost - 1.53 0.762 1.20 0.621 1.49 0.452
XGBoost - 1.15 0.866 0.96 0.757 1.07 0.716

Tmax, Tmin, RH1 and RH2
SVR

RBF 1.34 0.815 1.04 0.719 1.12 0.693
Polynomial 1.43 0.790 1.06 0.706 1.16 0.668
Linear 1.46 0.783 1.05 0.713 1.28 0.598

AdaBoost - 1.65 0.720 1.09 0.687 1.61 0.361
XGBoost - 0.91 0.915 0.79 0.838 0.86 0.816

Tmax, Tmin, RH1, RH2 and WS
SVR

RBF 1.09 0.877 0.98 0.750 1.04 0.733
Polynomial 1.13 0.869 1.00 0.740 1.10 0.701
Linear 1.17 0.860 1.01 0.732 1.20 0.647

AdaBoost - 1.38 0.805 1.07 0.700 1.65 0.330
XGBoost - 0.75 0.942 0.72 0.866 0.79 0.848

Tmax, Tmin, RH1, RH2, WS and 
BSS

SVR
RBF 1.06 0.885 0.93 0.772 0.99 0.859
Polynomial 1.10 0.876 0.95 0.764 1.07 0.905
Linear 1.20 0.852 0.97 0.752 1.20 0.879

AdaBoost - 1.38 0.804 1.04 0.718 1.31 0.856
XGBoost - 0.67 0.955 0.68 0.879 1.03 0.912

Table 3: Results of four deep learning-based models for all stations

Input Combinations Deep Learning models
Raipur Jagdalpur Ambikapur

RMSE R2 RMSE R2 RMSE R2

Tmax,Tmin

DNN 1.41 0.804 1.11 0.697 1.14 0.577
DRNN 1.19 0.859 1.14 0.684 1.18 0.592
DLSTM 1.31 0.830 1.28 0.598 1.29 0.655
DBiLSTM 1.53 0.767 1.16 0.673 1.31 0.679

Tmax, Tmin, RH1 and RH2

DNN 1.29 0.841 1.06 0.726 1.14 0.681
DRNN 1.15 0.861 1.05 0.732 1.16 0.669
DLSTM 1.27 0.840 1.19 0.653 1.41 0.507
DBiLSTM 1.39 0.814 1.02 0.744 1.02 0.744

Tmax, Tmin, RH1, RH2 and WS

DNN 1.09 0.881 0.99 0.759 1.02 0.741
DRNN 1.05 0.891 1.11 0.701 1.06 0.721
DLSTM 1.14 0.870 1.10 0.704 1.00 0.751
DBiLSTM 1.29 0.834 1.15 0.675 1.04 0.732

Tmax, Tmin, RH1, RH2, WS and BSS

DNN 1.15 0.870 0.98 0.766 1.06 0.721
DRNN 1.11 0.878 0.97 0.771 1.15 0.674
DLSTM 1.18 0.861 1.23 0.630 1.01 0.750
DBiLSTM 1.95 0.622 0.99 0.760 1.19 0.652

Prediction of pan evaporation in Chhattisgarh using machine learning techniques
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six inputs performed better, with an RMSE value of 0.54 and an R² 
of 0.929. For Ambikapur, the model with four hidden layers and six 
inputs performed better, with an RMSE of 0.60 and an R² of 0.904.

Table 5 shows the performance of various models based on optimal 
input combinations for Raipur, Jagdalpur, and Ambikapur. The 
proposed hybrid DNN+RF model achieves the best performance 

Table 4: Results of proposed hybrid DNN+RF model 

Inputs Number of hidden layers Raipur Jagdalpur Ambikapur
RMSE R2 RMSE R2 RMSE R2

Tmax and Tmin 3 0.93 0.912 0.87 0.815 0.93 0.769
4 0.97 0.905 0.93 0.788 0.93 0.770

Tmax, Tmin, RH1, and RH2 3 0.72 0.946 0.66 0.893 0.72 0.864
4 0.73 0.946 0.67 0.889 0.66 0.886

Tmax, Tmin, RH1, RH2, and WS 3 0.56 0.968 0.63 0.904 0.67 0.883
4 0.62 0.961 0.64 0.901 0.65 0.888

Tmax, Tmin, RH1, RH2, WS and BSS 3 0.65 0.886 0.54 0.929 0.66 0.885
4 0.63 0.959 0.63 0.901 0.60 0.904

Table 5:  Performance of all models with best input combinations for different regions.

Model

Raipur Jagdalpur Ambikapur

Tmax, Tmin, RH1, RH2, and WS Tmax, Tmin, RH1, RH2, WS  and BSS Tmax, Tmin, RH1, RH2, WS  and BSS
RMSE R2 RMSE R2 RMSE R2

DNN 1.09 0.881 0.98 0.766 1.06 0.721
DRNN 1.05 0.891 0.97 0.771 1.15 0.674
DLSTM 1.14 0.870 1.23 0.630 1.01 0.750
DBiLSTM 1.29 0.834 0.99 0.760 1.19 0.652
XGBoost 0.75 0.942 0.68 0.879 1.03 0.912
DNN+RF 0.56 0.968 0.54 0.929 0.60 0.904

Fig. 1:  Comparison of observed and estimated EP (mm) during testing using the proposed hybrid DNN+RF model with the best combination of 
inputs and model parameters.

NAIK et al.
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metrics for Raipur, with an RMSE of 0.56 and an R² of 0.968, 
significantly outperforming the other models. For Jagdalpur, the 
proposed hybrid DNN+RF model also excels, with an RMSE of 
0.54 and an R² of 0.929, indicating strong predictive capability. In 
Ambikapur, the proposed hybrid DNN+RF model yields an RMSE 
of 0.60 and an R² of 0.904, again outperforming the other models. 
Overall, the results demonstrate that the proposed hybrid DNN+RF 
model effectively predicts EP across all three stations, particularly 
when using six inputs for Jagdalpur and Ambikapur, and five 
inputs for Raipur. This approach requires fewer epochs, reducing 
computation time while maintaining high predictive accuracy.

 To exhibit the performance of the proposed hybrid 
DNN+RF model during testing, the observed EP and estimated EP 
values (obtained using the best combination of inputs and model 
parameters) are plotted and shown in Fig. 1 for Raipur, Jagdalpur, 
and Ambikapur. These figures show a very close mapping between 
the observed and estimated values for all three stations. Different 
combinations of inputs were considered to assess the performance 
of the models in the absence of one or more climatic inputs. When 
compared to other models from existing literature (Majhi and 
Naidu, 2021; Majhi et al., 2020), it is evident that the proposed 
model outperforms the existing models for all three stations.

CONCLUSION

This study evaluated different deep learning and machine 
learning models for estimating daily pan evaporation and proposed 
a hybrid DNN+RF model which demonstrated the best performance 
in terms of RMSE and R² values for all three stations (Raipur, 
Jagdalpur, and Ambikapur) of Chhattisgarh state. The deep learning 
models consistently outperformed machine learning models in EP 
prediction. The hybrid DNN+RF model proves to be well-suited 
for real-world EP estimation, due to its fast convergence and low 
computational time. Future research could focus on optimizing 
the hybrid model using swarm-based techniques, exploring multi-
objective algorithms, and integrating quantum computing for 
enhanced performance.
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