
Recognizing the paramount importance of wheat in 
agricultural landscapes, crop yield forecasting assumes a pivotal 
role in various aspects of farming planning and management. 
Beyond its implications for domestic food supply, accurate yield 
forecasts contribute to informed decision-making in international 
food trade, facilitate ecosystem sustainability efforts, and play a 
crucial role in the broader context of agricultural practices (Pandey 
and Sinha, 2006). Integration of artificial intelligence including 
ARIMA, LASSO, ANN, ELNET, MLP, ELM (Gomez et al., 2021) 
and simulation modelling like CERES-wheat model (Ritchie et al., 
1988), reveals a high level of accuracy in predicting wheat yield, 
providing valuable insights into the relationships between crop 
yield and weather parameters. These simulation models enhance 
predictive precision, facilitating informed decision-making and 
sustainable agricultural practices. Researchers have enhanced the 
precision of predicting wheat yield in Ludhiana, by developing 
different models (Singh et al., 2021).  

The daily weather data of different parameters (maximum 
temperature, minimum temperature, morning relative humidity, 
evening relative humidity, rainfall and bright sunshine hour) for 
the years 2001 to 2022 were collected from the Agrometeorological 
Observatory of Department of Climate Change & Agricultural 
Meteorology, Punjab Agricultural University, Ludhiana. 
Correspondingly, wheat yield data for Ludhiana district was 
collected from statistical abstracts of Punjab for the years 2001-
2022. The weekly weather variables were generated using daily 
data by averaging the daily maximum temperature (Tmax) and 
daily minimum temperature (Tmin), averaging the morning 
relative humidity (RH1) and evening relative humidity (RH2), and 
summing up the rainfall (RF). These weekly aggregated variables 
were utilized for subsequent analysis and for generating the weather 

indices following the method described by Ghosh et al., (2014). 

The stepwise multiple linear regression (SMLR), artificial 
neural network (ANN), elastic net (ELNET), multiple layer 
perceptron (MLP), extreme learning machine (ELM) were used in 
the study as described by Krithikha and Velammal (2022) and Ajith 
et al., (2023). The already calibrated CERES-wheat model (Gill et al., 
2018) was also used to predict the wheat yield. Out of total dataset of 
22 years (2001-2022), the training dataset (2001 to 2017) was used 
for calibration of all the listed techniques and testing dataset (2018-
2022) was used for validation.

The performance of different yield forecasting models was 
tested by computing coefficient of determination (R2), root mean 
square error (RMSE), normalised root mean square error (nRMSE), 
mean bias error (MAE) and Pearson correlation coefficient (r) by 
using the below-mentioned formulae:
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Evaluation of different models

The statistical evaluation of different models carried 
out using 17 years dataset are presented in Table 1. The stepwise 
multiple linear regression (SMLR) technique yielded a coefficient 
of determination (R2) of 0.79, suggesting that approximately 79 
% of the variability in the observed yield can be explained by the 
model (Table 1). The root mean square error (RMSE) was recorded 
at 242.0 kg ha-1 and the normalized RMSE (NRMSE) was 5.1%, 
indicating a relatively low percentage of error relative to the range of 
observed yield values. Furthermore, the Mean Bias Error (MBE) was 
determined to be 206.0 kg ha-1, representing the average difference 
between the predicted and observed yields. A positive MBE suggests 
a tendency for the model to slightly overestimate yields on average. 
This study corroborates the findings of Kumar et al., (2019), 
emphasizing the significance of SMLR in providing valuable insights 
for accurate crop yield forecasting. 

ANN and ELNET models demonstrate exceptional 
predictive capabilities, as evidenced by the perfect R2 value of 0.98 
and 0.99, respectively, indicating a precise fit to the observed yield 
data (Table 1). The root mean square error (RMSE) was remarkably 
low for both models, with ANN at 68.02 kg ha-1 and ELNET at 
60.19 kg ha-1. The normalized RMSE (NRMSE) percentages were 
also low, highlighting the accuracy of these models (1.3% for ANN 
and 1.2% for ELNET), respectively. Moreover, the mean bias 
error (MBE) values for ANN (49.5 kg ha-1) and ELNET (18.2 kg 
ha-1) demonstrate minimal average differences between predicted 
and observed yields. In contrast, the MLP and DSSAT models 
exhibited a low R2 value (0.68 and 0.56, respectively), suggesting 
poor predictive performance or potential model over fitting. The 
MBE value of -305.1 kg ha-1 for MLP and -223.0 kg ha-1 for DSSAT 
indicated a slight underestimation bias. The ELM model, with an R2 
value of 0.90, presented a moderate fit to the data. While the RMSE 
(301.2 kg ha-1) and NRMSE (5.9%) values were relatively low, the 
MBE value of -252.6 kg ha-1 indicated a substantial underestimation 
bias. 

Comparison of different technique

Based on the per cent deviation of error values determined 
during calibration and validation of the model, which ranged from 
3.78 to 16.70 being highest for DSSAT and lowest for ELNET 
model (Table 2). Based on the percent deviation values and ranking 
of different approaches the ELNET approach emerged as the most 
effective method for predicting wheat yield in Ludhiana. Pearson 
correlation coefficient analysis revealed that, ANN, ELNET, SLMR, 
MLP and ELM were all statistically significant at the 1% level, with 
correlation coefficients ranging from 0.70 to 0.86.  Conversely, the 

DSSAT model exhibited a correlation coefficient of 0.22, which 
was significant at the 5 % level of significance. The accuracy of 
wheat yield prediction, based on different approaches ranked in 
the following order:  ELNET>ANN>ELM>SLMR>MLP>DSSAT 
(Table 2).

Thus, based on the statistical evaluation of different 
statistical, machine learning and simulation approaches during 
training and testing period it can be concluded that the ELNET 
& ANN approaches emerge as the most effective for wheat 
yield prediction in Ludhiana, underscoring the significance of 
selecting appropriate modelling techniques for accurate and 
reliable agricultural forecasts. This research expands the scope of 
agricultural forecasting by demonstrating the potential of machine 
learning methods to significantly enhance predictive accuracy in 
crop yield estimation. Simulation models could not perform better 
than any of the statistical model tested in the study.
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