
 Rapeseed-mustard (Brassica spp.) is one of the important 
edible oilseeds crop in India. The Rapeseed-mustard crop is grown 
in 6.86 million hectares of land area in India that produce 9.12 
million tonnes of grains with an average productivity of 1331 kg ha-

1. The crop is grown in diverse agroclimatic conditions ranging from 
north-western to north-eastern hills. Rapeseed-mustard is grown 
as rabi crop in sub-tropical regions of West Bengal. AICRP on 
Rapeseed & Mustard has reported that there was a negative growth 
in the yield of rapeseed-mustard crop in country level as well as 
in major growing states in the last ten years. But West Bengal has 
registered 12.00% growth in the cultivation area with very high 
growth in productivity (32.70%) that resulted in 41.10% increase in 
the production. 

 The same level of weather condition impacts the growth 
and establishment of the plant differently in different stages of crop. 
Heat stress during flowering to maturity stage of the rapeseed-
mustard crop, accelerates the growth and development of the plant 
that leads to significant reduction in the yield due to premature end 
of reproductive stage (Chugh and Sharma, 2022). The movement 
of photosynthates to the sinks is adversely affected by heat stress 
during post anthesis to seed filling stages of the crop that lower 
the seed weight and seed yield (Kumar et al., 2017). For potential 
productivity of mustard crop, the maximum temperature ranges 
between 20.0-27.3°C and minimum temperature ranging 4.6-
11.8°C required during flowering stage and it is 11.3-20.4°C and 
3.8-7.2°C during pod formation stage respectively (Kaur and Gill, 
2017).  Hence it is necessary to give weightage to weekly weather 
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conditions while fitting the predictive model to forecast the crop 
yield. In order to give weightage to the respective week’s weather 
conditions, correlation coefficient based weighted indices can be 
used (Jain et al., 1980; Gupta et al., 2018).

 The statistical models are often used to study the complex 
association between agricultural systems and climatic parameters. 
The linear regression is a standard statistical model to study cause 
and effect relationship between a dependent variable and one or 
more independent variables. The penalized regression models such 
as, Ridge Regression (RR), Least Absolute Shrinkage and Selection 
Operator (LASSO) and Elastic Net (ENET) are widely applied as 
an alternative to traditional multiple linear regression to predict the 
crop yield (Setiya et al., 2022). With this view, the present study 
has been formulated to find a best statistical model for predicting 
rapeseed-mustard yield in four Northern districts of West Bengal 
using unweighted and weighted weather indices.

MATERIALS AND METHODS

 The yield data of rapeseed-mustard crop of four selected 
districts of West Bengal namely, Cooch Behar, Jalpaiguri, Malda 
and Uttar Dinajpur from 1997-98 to 2020-21 were collected from 
Directorate of Economics and Statistics, Ministry of Agriculture 
& Farmers Welfare, Govt. of India. Weekly weather data of these 
districts were collected from Regional Meteorological Centre, 
Kolkata.  The weather parameters considered for the study were 
maximum temperature (°C), minimum temperature (°C), relative 
humidity (%), rainfall (mm) and windspeed (m/s). Weekly weather 
data for the period from 47th Standard Meteorological Week (SMW) 
of a year to 11th Standard Meteorological Week (SMW) of next year 
in which Rapeseed-mustard crop is grown were used to develop 
yearly weather indices. 

Developing of different weather indices

 The weekly weather data were converted to yearly 
weather indices. Three types of weather indices were developed. 
The unweighted indices are the simple average of weekly weather 
variables of the weeks in which the particular crop was grown. Two 
types of weighted indices were calculated as given below,

Correlation coefficient based weighted weather indices: The 
correlation based weighted indices is the weighted average of 
weather variables where the weight is correlation coefficient 
between weather variables in respective week and crop yield. The 
correlation coefficient based weighted indices are calculated as 
follows,  

  (1)                                                              

 Where, Cij is weighted weather index for jth weather 
parameter in ith year with correlation coefficient as weight, rjk is the 
correlation coefficient between detrended crop yield and jth weather 
parameter at kth week, Xijk is the observation of jth weather parameter 
in kth week of ith year and m is the number of weeks in which the crop 
is grown.

 As the detrended yield represents only the actual effect 

of weather factors, the yield was adjusted for trend effect while 
calculating correlation coefficient (Agrawal et al., 1986).  The 
detrended yield remove the effect of technological development 
over the years such as varietal improvement, advancement in 
agronomic practices etc. (Huzsvai et al., 2022). 

Path coefficient based weighted weather indices: The correlation 
between a response variable and an independent variable is the sum 
of direct and indirect effect of that particular independent variable 
on the response (Wright, 1921). The path coefficient analysis the 
correlation coefficient into direct and indirect effects. The path 
coefficient accounts for only the direct effect of an independent 
variable on the ultimate response variable (Alwin and Hauser, 
1975). Hence the path coefficient based weighted indices were 
proposed as weighted average of weather variables where weight is 
the path coefficient.    

 (2)                                                              

 Where Pij is weighted weather index for jth weather 
parameter in ith year with path coefficient being the weight and pjk 
is the path coefficient between detrended crop yield and jth weather 
parameter at kth week. 

 In total, fifteen weather indices that consist of five 
unweighted, five correlation coefficient based and five path 
coefficient based indices were calculated from five weather 
variables. The description of weighted and unweighted indices 
pertaining to each weather variable is given in the Table 1.

Multiple linear regression (MLR)

 Linear regression model is being used to study the 
functional relationship between a response variable and one or more 
than one explanatory variables. The function relationship can be 
represented as,

 (3)

 Where, Y is the response variable,  is ith explanatory 
variable, A is intercept, βi is regression coefficient corresponds to ith 
variable and  ε is error term or unexplained part of the model. The 
regression coefficients were estimated using Ordinary Least Square 
(OLS) estimation procedure.

Penalized regression models

 The regression model fitted with OLS estimator often 
causes overfitting issue. An overfitted model describes the data 
very well. But its performance for the new data is generally poor 
(Zhang, 2014). The penalized regression models impose penalty 
for each independent variables added to the model by including a 
penalty term along with Mean Square Error (MSE) function while 
estimating the parameters. Due to the added penalty, the parameter 
values are shrunken. Thus, overall slope of the fitted model tends to 
decrease, thereby overfitting of the model can be avoided. Hence 
the performance of three penalized regression models viz. ridge 
regression (RR), least absolute shrinkage and selection operator 
(LASSO) and elastic net (ENET) were compared with multiple 
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linear regression (MLR).

Ridge regression (RR): Given a linear regression with predictors 
Xij and response Yi, the Ridge regression solves the L2 penalized 
regression problem to estimate  β={βi} by minimizing 

 (4)                                                                                                        

 Where, λ is turning parameter which ranges between 0 
and ∞.  The λ=0 gives the same result as OLS method. As the λ 
increases, the amount of the penalty added to the model increases. 
Due to which the coefficient values shrunken toward zero but it 
never reaches zero. 

Least absolute shrinkage and selection operator (LASSO): LASSO 
solves the L1 penalized regression problem to estimate β={βi} by 
minimizing 

 (5)                                                                                                        

 Because of imposition of L1 penalty in LASSO, 
coefficients correspond to some of the variables are shrunken 
to zero, thereby the variable selection can be achieved. Hence, 
the LASSO does variable selection and shrinkage, whereas ridge 
regression only shrinks the coefficients. 

Elastic net (ENET): Elastic net (ENET) is a combination of Ridge 
and LASSO regression. ENET imposes both L1 and L2 penalty 
together. The β={βi} is estimated by minimizing

 (6)                                                                                                        

 Two penalty parameters Alpha (α) and Lambda (λ) have 
to be optimized in ENET. The alpha value ranges between 0 and 1. 
As like LASSO, the ENET also does both variable selection and 
shrinkage. ENET is advantages if the independent variables are 
highly correlated.

 The parameters Lambda (λ) and Alpha (α) of the penalized 
regression models were optimized using 10-fold cross validation 
procedure. 

Model evaluation criteria

 The performance of the models was examined using the 
following model evaluation criteria. 

 Where, Yi and Ŷi are the observed and predicted yield 
correspond to ith year and Y̅i is average yield. 

 Eighty percent of the data were randomly chosen for 
calibration of the model and remaining twenty percent of the data 
were utilized for validation of the fitted model. The random splitting 
was done in order to ensure the representation of both recent as well 
as past year data in both training and testing datasets. The data 
pertaining to the years 1997-98, 2001-02, 2002-03, 2011-12 and 
2017-18 were in testing dataset and remaining data were in training 
dataset. The model that performs better in both calibration and 
validation stages were considered as the best fitted model. The best 
fitted model for each district were selected. The rapeseed-mustard 
yield was forecasted for the year 2020-21 for each district using 
the respective best fitted model. The forecasted yield was compared 
with actual yield.  

Table 1: Description of weighted and unweighted indices

S. No. Indices Description
1 TMAX Unweighted indices of maximum temperature 
2 TMIN Unweighted indices of minimum temperature 
3 RH Unweighted indices of relative humidity 
4 Windspeed Unweighted indices of windspeed 
5 RF Unweighted indices of rainfall 
6 CC_TMAX Correlation coefficient based weighted indices of maximum temperature 
7 CC_TMIN Correlation coefficient based weighted indices of minimum temperature 
8 CC_RH Correlation coefficient based weighted indices of relative humidity 
9 CC_Windspeed Correlation coefficient based weighted indices of windspeed
10 CC_RF Correlation coefficient based weighted indices of rainfall 
11 PC_TMAX Path coefficient based weighted indices of maximum temperature 
12 PC_TMIN Path coefficient based weighted indices of minimum temperature 
13 PC_RH Path coefficient based weighted indices of relative humidity 
14 PC_Windspeed Path coefficient based weighted indices of windspeed 
15 PC_RF Path coefficient based weighted indices of rainfall 

Evaluation of penalized regression models for predicting mustard yield
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RESULTS AND DISCUSSION

Developing weather indices

 The weather parameters from 47th SMW of a year to 
11th SMW of next year were used develop the weather indices. 
The summary of unweighted and weighted indices was given 
in the Table 2. The average maximum temperature during the 
crop growing period was around 26°C-27°C in the four districts. 
The minimum temperature was low in Cooch Behar (12.46°C) 
followed by Jalpaiguri (13.30°C) and Malda (14.66°C). The 
highest relative humidity was observed in Uttar Dinajpur (80.10%) 
followed by Jalpaiguri (76.22%) and Cooch Behar (75.45%) and 
it was comparatively low level of 71.15% in Malda. The average 
windspeed was greater than 2 m/s in Malda and Uttar Dinajpur and 
it was less than 2 m/s in Cooch Behar and Jalpaiguri districts. As 
the crop is grown in winter season, average cumulative rainfall was 
less than 70 mm during the crop growing period. It can be observed 
that standard deviation of all the weather parameters were low in all 
districts except rainfall which indicates the occurrence of rainfall 
was not stable during the crop period. 

 The average of both correlation and path coefficient based 
weighted indices were lower than the unweighted indices over all 
weather parameters in all four districts which indicates weighted 
indices lowering the indices value according to the relationship 
between crop yield and weekly weather condition. It can be observed 
that standard deviation of path-coefficient indices was less than 
correlation coefficient based weighted indices which indicates path 
coefficient-based indices were stable than correlation-based indices. 
The unstable unweighted indices of rainfall were also stabilized by 
path-coefficient based weighted-indices. 

Optimizing penalty parameters for penalized regression models

 The penalty parameters namely Alpha (α) and Lambda (λ) 
have to be optimized while fitting the penalized regression modes. 
The alpha value for Ridge and LASSO regression was fixed were 0 
and 1 respectively. Hence only lambda (λ) value has to be optimized 

for Ridge and LASSO models. For ENET model, both alpha (α) 
and lambda (λ) have to be optimized. The penalty parameters were 
optimized using 10-fold cross validation. The optimum values of 
penalty parameters for penalized regression models were given for 
each district in the Table 3. 

 The optimum lambda values of Ridge regression were 
more than LASSO model. Thus, Ridge regression exerts more 
penalty to the model than LASSO. The better combination of alpha 
and lambda values of ENET model was optimized. The alpha values 
for Cooch Behar and Jalpaiguri districts were less than 0.5. Hence 
the ENET models for these districts were of Ridge type. The ENET 
models for Malda and Uttar Dinajpur were of LASSO type as their 
alpha values were near one. Further, the lambda values of ENET 
models were ranged between Ridge and LASSO models. Thus, 
ENET imposed moderate penalty than Ridge and LASSO models.   

Model fitting 

 The MLR, Ridge, LASSO and ENET models were fitted 
for each district by taking Rapeseed-Mustard yield as response or 
dependent variable and the fifteen weather indices of the respective 
district as independent variables. The year number also included 
as a time trend variable. The penalized regression models were 
fitted using their respective optimum penalty parameter values. 
The estimate of coefficients of the fitted models for each district 
were given in Table 4.  In comparison with MLR, regression 
coefficients of each weather indices were shrunken in Ridge model 
as it imposes penalty to the model. But the coefficients values were 

Table 2: Summary of different weather indices

Indices Cooch Behar Jalpaiguri Malda Uttar Dinajpur
Mean Std. dev Mean Std. dev Mean Std. dev Mean Std. dev

TMAX (oc) 26.51 0.94 26.21 0.94 26.86 1.18 27.17 1.32
TMIN (oc) 12.46 1.11 13.30 0.68 15.80 0.80 14.66 1.59
RH (%) 75.45 3.24 76.22 3.01 71.15 4.19 80.10 6.43
Windspeed (m/s) 1.82 0.08 1.94 0.13 2.55 0.39 2.33 0.44
RF (mm) 45.05 48.58 32.29 35.03 67.04 70.82 15.26 16.36
CC_TMAX 22.63 2.79 25.36 1.74 22.36 2.60 26.25 1.82
CC_TMIN 11.85 1.31 12.74 2.50 13.72 1.58 15.56 1.88
CC_RH 37.43 19.63 87.67 6.28 217.66 282.76 83.05 5.88
CC_Windspeed 1.51 0.24 1.84 0.18 2.58 0.51 2.36 0.50
CC_RF 10.57 60.41 14.12 35.24 -1.44 29.05 1.32 4.42
PC_TMAX 25.49 1.58 26.34 1.10 23.64 2.25 27.60 1.31
PC_TMIN 11.94 1.33 13.74 1.07 14.00 1.34 12.40 1.64
PC_RH 69.26 5.66 7.24 33.20 73.97 10.60 80.29 6.03
PC_Windspeed 1.73 0.14 2.14 0.45 2.66 0.75 2.44 0.51
PC_RF 1.60 9.28 2.34 4.60 3.11 10.45 -0.41 13.53

AJITH et al.

Table 3: Optimum penalty parameters for penalized regression 
models for each district

District Ridge LASSO Elastic Net
Lambda Lambda Alpha Lambda

Cooch Behar 299 25 0.3 66
Jalpaiguri 70 12 0.3 20
Malda 62 12 0.8 14
Uttar Dinajpur 130 27 0.6 38
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never shrunken to zero. But in LASSO and ENET models some of 
the coefficients were shrunken to zero, thereby variable selection 
was accomplished. Only important variables were retained in the 
optimum LASSO and ENET models. 

Cooch Behar: At the optimum lambda level of ridge model, all the 
sixteen values were retained with non-zero coefficients as given 
in the Table 4. Thus, ridge model does not do variable reduction. 
But in LASSO and ENET models, only four and six indices were 
retained at optimum lambda value. The CC_TMAX, CC_RH, CC_
Windspeed and PC_TMAX were retained in the optimal LASSO 
model. Along with the above indices, PC_TMIN and PC_Windspeed 
were also retained in ENET model. The sum of absolute value of the 
coefficients were very low in penalized models than MLR. Due to 
the imposition of higher penalty, the sum value was comparative 
lower in Ridge regression. 

Jalpaiguri: Eight and twelve indices were retained at the optimum 
penalty values of LASSO and ENET models as given in the Table 
4. All the path coefficient based weighted indices except PC_RF 
and CC_TMIN, TMIN and time trend variable were retained in the 
optimal LASSO model. All the weighted indices except PC_RF and 
TMAX, TMIN and time trend variable were retained in the final 
ENET model. The sum of absolute coefficient value was comparative 
lower in ENET followed by LASSO and Ridge regression. 

Malda: At the optimum lambda level of LASSO and ENET models, 
only six indices were retained as given in the Table 4.  The CC_
RH, CC_Windspeed, CC_RF, PC_TMIN, PC_RH and time trend 
variable were retained in the optimal LASSO and ENET models. 
The sum of absolute coefficient value was comparative lower in 
LASSO followed by ENET and Ridge regression. 

Uttar Dinajpur: Only six indices were retained in LASSO and ENET 
models at the optimum level of lambda. The RH, CC_TMAX, CC_
TMIN, CC_RH, PC_TMIN and time trend variable were retained 
in the final LASSO and ENET models as given in the Table 4. The 
sum of absolute coefficient value was comparative lower in LASSO 
followed by ENET and Ridge regression. 

Variables importance in projection (VIP)

 The variables importance in projection of penalized 
regression models were calculated for each district. The weighted 
indices of windspeed were the most important variable in most 
of the models for all the districts. PC_TMAX was found have 
importance in all the districts.  PC_TMIN was the important variable 
for prediction in all the districts except Cooch Behar. Time trend 
variable was found to be the important variable in all the districts 
except Cooch Behar. In overall, the weighted indices were more 
important than unweighted indices.  

Goodness of fit and model validation

 The performance of fitted models were compared in terms 
of goodness of fit of the models. Further their performance for new 
data were also validated. The goodness of fit criteria and validation 
of fitted models for each district were given in the Table 5. The 
MLR was the best fitted for all the districts with R2 values close to 
one and low MAE, RMSE and nRMSE values during calibration 
stage. But its performance was poor during validation of the model 
with very huge error values of MAE, RMSE and nRMSE. It clearly 
indicates the chance of overfitting of the model. 

 The LASSO model was found to be the best fitted model 
for Cooch Behar and Malda districts with higher R2 of 0.75 and 
0.94 respectively as well as comparatively lowest MAE, RMSE 
and nRMSE values of 54.80, 70.86 and 0.13 for Cooch Behar and 
39.68, 49.79 and 0.05 for Malda respectively. Its performance was 
also stable during validation of the model with new data with low 
error values. Similar results were obtained by Kumar et al., 2019 
while selecting the best model for predicting the yield of wheat crop. 
Elastic Net (ENET) model was the best fitted model for Jalpaiguri 
and Uttar Dinajpur districts with higher R2 of 0.94 and 0.82 
respectively with lowest MAE, RMSE and nRMSE values in both 
calibration and validation as given in the Table 5. Similar results 
were obtained by Das et al., 2020. 

Table 6: Categorization of the models based on RMSE

Model Stage Cooch Behar Jalpaiguri Malda Uttar Dinajpur

MLR
Calibration Excellent Excellent Excellent Excellent
Validation Poor Poor Poor Poor
Overall Poor Poor Poor Poor

Ridge
Calibration Good Good Good Fair
Validation Poor Poor Good Poor
Overall Poor Poor Good Poor

LASSO
Calibration Good Good Good Fair
Validation Fair Fair Good Fair
Overall Good Good Good Fair

ENET
Calibration Good Good Good Fair
Validation Fair Fair Good Fair
Overall Good Good Good Fair

Table 7: Forecasted yield for the year 2020-21

District
Actual 

(kg ha-1)
Forecasted

(kg ha-1)
Deviation

(kg ha-1)
Percent 

Deviation
(%)

Cooch Behar 870 859 11 1.28
Jalpaiguri 900 886 14 1.58
Malda 1390 1409 -19 1.35
Uttar Dinajpur 1290 1265 25 1.98
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 The fitted models were ranked based on their performance 
with respect to RMSE values during calibration, validation as well 
as overall performance and the same has been given in the Table 
6. The performance of MLR was excellent during calibration stage 
for all the districts. But its performance was poor during validation. 
For both Cooch Behar and Jalpaiguri districts, there was a good 
performance by LASSO and ENET models and the same were 
performed fairly during validation. Hence, both the models were 
performed well on overall. For Malda district, the performance of all 
the three penalized models were good in both the stages. There was 
a fair performance by the LASSO and ENT models with respect to 
RMSE for Uttar Dinajpur district.

 It can be observed that the LASSO and ENET models that 
were fitted with very few indices performed better than MLR and 
Ridge Regression models using all the indices. The results were in 
agreement with the results obtained by Aravind et al., 2022. The 
penalized regression models provide stable performance in both 
calibration and validation stages than MLR (Sridhara et al., 2023).     

Forecasting performance of fitted models

 The rapeseed-mustard yield was forecasted for the year 
2020-21 by the respective best fitted model using unweighted and 
weighted weather indices of the year. The forecasted yield was 
compared with actual yield. The results of actual and forecasted 
yield was given in the Table 7. The forecasted yield was close with 
the actual yield in all the districts. The yield was overestimated 
in Malda by a meagre quantity and it was underestimated in the 
remaining three districts by a small quantity. The percent deviation 
of less than 2% indicates that the models were performing better for 
forecasting the rapeseed-mustard yield. 

CONCLUSIONS

 In the present study, an attempt has been made in order 
to select the best statistical model to predict the yield of Rapeseed-
Mustard crop using weather indices. Path coefficient based 
weighted index was proposed along with the existing correlation 
based weighted indices. The path coefficient-based weighting of 
weather parameters to the yield were stable than the correlation 
based weighted indices. The proposed path coefficient based 
weighted indices were also having greater importance while 
fitting the predictive model. The MLR model had highest R2. 
But its performance was poor during validation of the model due 
to overfitting issue. The performance of the penalized regression 
models was stable in both calibration and validation stages and these 
models were performing better for forecasting also with less than 
2% deviation with actual yield.  The LASSO and ENET models 
that accompanied with coefficient shrinkage and variable selection 
were found to be the best fitted models for predicting the Rapeseed-
Mustard yield. 
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