
 In developing nations like India, systematic and scientific 
rainfall forecasting may be crucial for improved agrometeorological 
risk assessment. Rainfall, owing to its irregular character, is 
regarded as the most significant crop yield limiting factor for 
rainfed agriculture. India’s important crops, including  rice, 
wheat, and maize, are reliant on rainfall. Therefore, for assessing 
agrometeorological risk, rainfall forecasting has emerged as a 
pertinent topic within the context of time series forecasting. Due to 
the presence of a nonlinear pattern, rainfall forecasting is one amongst 
the most arduous tasks in this context. Various statistical models 
may be used to model and forecast a particular series. The Auto 
Regressive Integrated Moving Average (ARIMA) (Box et al., 1995) 
is the prevalent time series model. In certain instances, the ARIMA 
model has been used to forecast hydrological and meteorological 
phenomena (Leite and Peixoto, 1996; Valipour, 2016). As ARIMA 
is a linear model, it cannot represent the nonlinear temporal pattern 
of rainfall data. Statistical models such as bilinear (Granger and 
Anderson, 1978), Autoregressive Conditional Heteroscedasticity 
(ARCH) model (Engle, 1982), Generalized Autoregressive 

Conditional Heteroscedasticity (GARCH) model (Bollerslev, 1986) 

and Threshold Autoregressive (TAR) model (Tong and Lim, 1980) 
are utilised to deal with non-linear patterns. However, these models 
include assumptions that are not always discernible when working 
with real data.

 Consequently, TDNN or Artificial Neural Network 
(ANN) have gained significant traction in modelling non-linear 
patterns and generating non-linear forecasts in the arena of time 
series forecasting (Coban and Tezcan, 2022; Zhong et al., 2022).  
The major advantage of this model is that it does not need any 
presumption about the considered time series data; rather, the pattern 
of the data is quite important to it, usually referred as the data-driven 
approach. TDNN has been extensively used for rainfall forecasting 
up to this point. Several fascinating research studies have linked 
the TDNN, including soil temperature prediction (George et al., 
2001), typhoon rainfall in Taiwan (Lin and Chen, 2005) weekly 
rainfall probability analysis (Kulshrestha et al., 2007), monsoon 
rainfall in Kerala (Guhathakurta, 2006), monsoon rainfall in India 
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(Chattopadhyay and Chattopadhyay, 2008), Bangkok, Thailand 
(Hung et al., 2009), and Chennai, India (Geetha and Selvaraj, 
2011), evapotranspiration modelling (Naidu and Majhi, 2021) FAO-
Penman-Monteith equation (FAO-PM, weather parameters based 
wheat yield prediction (Arvind et al., 2022). Due to the usage of 
the sigmoid activation function in traditional TDNN, however, it 
is always possible for the training process to converge to a local 
minimum. TDWNN, or Wavelet Neural Network (WNN), was 
developed lately and uses a wavelet activation function in the hidden 
neuron. TDWNN has an excellent track record (Alexandridis and 
Zapranis, 2013; Banakar and Azeem, 2008; Ray et al., 2016; Ray et 
al., 2020). The TDWNN inherits wavelet function along with neural 
network properties like self-adapting, self-learning, resilience, 
time-frequency localization, and nonlinearity. Also, the theory of 
wavelets makes sure that TDWNN can represent a nonlinear system 
in an accurate and efficient way.

 Continuing the idea of TDWNN with a wavelet-based 
activation function, the focus of this paper is to evaluate TDWNN 
with traditional TDNN for rainfall forecasting.

MATERIALS AND METHODS

Data description

Annual rainfall data for two districts, north 24 parganas and 
Bankura, from 1901 to 2018 were collected from the India 
Meteorological Department (https://mausam.imd.gov.in/). The 
main crop in both districts is rice. Consequently, the development 
of an appropriate model for rainfall forecasting will be beneficial 
for agrometeorological risk assessment.  The time series data 
set for each district has a total of 118 observations. The first 106 
observations were used for model development, whereas the last 12 
observations were utilised for model validation. 

TDNN model

 Time delay neural networks (TDNNs) are a kind of 
generalised nonlinear model capable of identifying several nonlinear 
data patterns. This approach does not involve any presumptions 
about the process of data generation; rather, it is pretty much entirely 
reliant on the characteristics of the data; this method is commonly 
referred to as the data-driven approach. The most prominent 

network for time series modelling and forecasting is a single hidden 
layer feed forward network. This model is referred to as multilayer 
TDNNs since it is characterised via use of a three-layer network of 
rudimentary computing components. The input layer comes first, 
then the hidden layer, and ultimately the output layer. Diagrammatic 
depiction of the TDNN model is shown in Fig. 1.

 The following is a numerical representation of the 
association connecting the output (yt)  and the inputs (yt-1, yt-2,…,yt-p) 

                  (1)                                                                                                                     

 where, wk (k=0,1,2,…..,a) and wlk (l=0,1,2,……, 
b,k=0,1,2,…..,a) are parameters of the model usually referred as 
connection weights, a symbolizes the number of the input layer’s 
nodes and b symbolizes the number of the hidden layer’s nodes, 
and h and f represent, respectively, the activation function at the 
hidden and output layers.. The activation function represents 
the nonlinearity of the interaction between the network’s inputs 
and outputs. As shown in Eq. 2, the sigmoid function is the most 
extensively employed hidden layer activation function.

            (2)                                                                            

 In this research, the gradient decent back propagation 
technique was utilised to train the network. Training focuses on 
minimizing the error function, which assesses the gap between 
predicted and actual values. The error function commonest is mean 
squared error, which is denoted as:

              (3)                                  

 where, M denotes the number of error terms. Iteration 
is used to estimate the neural network’s parameters wk  and  wlk. 
Initially network weights are arbitrarily chosen from a uniform 
distribution. In each iteration, the weights of the connections altered 
by a certain amount   

          (4)   

 where,  symbolizes the learning rate and  symbolizes 
the partial derivative of the function E with respect to the weight 

  is the momentum rate.  The   can be represented as follows-

              (5) 

where, εl (m)) is the residual at mth iteration

 derivative of the output layer’s activation function. As the 
activation function of the output layer is the identical function in 
time series forecasting, hence  is the expected output. 
Now, network connection weights from input to hidden nodes have 
altered by a certain amount       

           (6)

where 

               (7)                                            

Fig. 1: TDNN Architecture
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 If h'(v) is the activation function, then for sigmoid function 
h'(v) is as follows,

            (8)

 The learning rate is a user-defined neural network’s 
tuning parameter that determines how slowly or quickly the optimal 
weight is achieved. The learning rate is set low enough to prevent 
divergence. The momentum term prevents a local minimum from 
forming throughout the learning process. Regardless of the fact that 
there exist no accepted theories for the selection of learning rate 
and momentum, learning rate and momentum are often determined 
via experimentation. Typically, learning rate and momentum values 
range from 0 to 1. After computing the final weights using Equation 
1, the final output is produced.                        

TDWNN model

 Time delay wavelet neural networks (TDWNNs) used 
a wavelet-based activation function as opposed to a fundamental 
logistic function. Various wavelet functions may be utilised for 
approximating functions or estimating outputs from inputs in a 
neural network structure. Utilizing a wavelet activation function in 
the hidden layer generates the concept of a wavelet neural network 
(WNN). Consider a WNN with one or more inputs, one output layer, 
and one hidden layer, all of which have orthonormal wavelet basis 
activation functions. In this context, the hidden nodes are referred to 
as wavelons. The output of a network with a single input is denoted 
as follows:

                                                                                                               (9)

 where  and p are parameters for dilation and translation, 
respectively. If the hidden layer of a single-input, single-output 
wavelet neural network is formed of  wavelons, then the final output 
is the weighted sum of wavelon outputs. 

                                                                                                 (10)

 where y ̅   is added to accommodate functions having a mean 
other than zero (since the wavelet function Ψ(X) has a zero mean). 
Fig. 2 displays a schematic representation of WNN. In this study, the 
Morlet wavelet function for a wavelet network was constructed. The 
representation of the Morelet function is as follows: 

                                                                                                  (11)

 This wavelet is generated from a function which is 
proportional to the cosine and normal probability density function. If 
is the activation function, then for Morlet wavelet function  appears 
as follows,

               (12)

Non-linearity test

 The BDS test developed by Brock, Dechert, and 
Scheinkman (Broock et al., 2010) was employed to determine 
the existence of nonlinear dynamics in this study. It has uses in 
weather forecasting and temperature forecasting and is thoroughly 
documented (Kim et al., 2003).

 It is the non-linear variant of the well-known Box-Pierce 

Q statistic used to determine the non-linearity of data. Following are 
the statements of the alternative and null hypotheses:

 Null hypothesis (H0): Data are i.i.d (independently and 
identically distributed). It indicates that the data is linear.

 Alternative hypothesis(H1): Data do not conform to i.i.d. 
It deduces the data’s nonlinearity.

Test Statistic: BDS test statistic is defined as:

                 (13)

 where,  represents the embedding dimension,  represents 
the time series data at time t, t= 1,2,…,T and 

                      (14)

                      (15)

Assuming the null hypothesis,  converges to a standard normal 
distribution.

Model evaluation criterion

 The TDWNN model’s modelling and forecasting ability 
was compared with that of the conventional TDNN model employing 
Mean Square Error (MSE) and Mean Absolute Percentage Error 
(MAPE). The following is the formula for computing MSE and 
MAPE.

        (16)

        (17)                                                

 where, n is the number of values that have been forecasted 
or modelled.,  yt depicts the actual value at the time t and  yt estimate 
corresponds to the modelled or predicted value. In addition, the 
modelling and forecasting accuracy was evaluated using the 
DM test developed by Diebold and Mariano (1995). Using the 
residuals of the fitted models, it compares two forecasting methods. 

Fig 2: TDWNN Architecture
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Additionally, it is important to note that the DM test does not rely on 
model. Assume that the time series data are yt (t =1,2,3...T) Forecast 
error for forecasting method 1: (et1 )=yt - Ft1.. Forecast errors for 
forecasting method 2: (et2 )=yt -Ft2

Ft1 and  Ft2 are the forecasted values of methods 1 and 2, respectively.

Now, a function of error, denoted as (eti ); i=1,2. must be defined.  
This is an illustration of a loss function. Now, the differential loss is 
characterised as follows: 

             (18)

Null hypothesis:  E(Lt )=0 or the forecast accuracy is same for two 
methods.

Alternative hypothesis: E(Lt )≠0, or the forecast accuracy is different 
for two methods.

Test statistic: 

           (19)

Population mean, μ=E(Lt ), Spectral density at frequency 0;

          (20)

 is the autocovariance of loss differential at lag 

 Using annual rainfall data, we present empirical examples 
of the aforementioned models in the next section. This research aims 
to examine the usage of two distinct activation functions (Logistic 
and Morlet) in neural network-based architecture and to determine 
the most reliable model. 

RESULTS AND DISCUSSION

 This section presents the details of forecasting rainfall data 
from two districts in West Bengal, India, employing the TDWNN as 
well as TDNN models. Table 1 provides a summary statistic of the 
datasets. The first and most important step prior to modelling is to 
check the linearity of the data. As a result, BDS test was employed 
to determine whether or not the data under consideration had a 
nonlinearity pattern. The outcomes of the BDS tests for Bankura 
and the north 24 parganas are shown in Tables 2 and 3, respectively.

 According to the tables, both districts have a nonlinear 
trend. This indicates that the ARIMA model cannot be used to 
predict the data, since it is incapable of describing the nonlinear 
temporal pattern. However, TDNN and TDWNN may be used to 
forecast the considered data because to their data-driven modelling 
techniques.

 Having proving the existence of nonlinearity employing 
the BDS test, appropriate TDNN and TDWNN models must be fitted 
to predict the aforementioned rainfall data. The optimal amount 
of lagged observations and number of hidden nodes is critical in 
both TDNN as well as TDWNN modelling. Although there are no 
documented theories for determining the appropriate number of 
lagged observations and number of hidden nodes. Hence, in order 
to determine the optimal values, it is important to carry out trials. 

Table 3: BDS test result of nonlinearity for Bankura district

Dimensions Epsilon Test 
statistic Probability

2

eps(1) 113.3509 7.6718 <0.0001

eps(2) 226.7019 8. 5766 <0.0001
eps(3) 340.0528 6.4059 <0.0001
eps(4) 453.4037 6.9886 <0.0001

3

eps(1) 113.3509 9.4864 <0.0001
eps(2) 226.7019 8.1227 <0.0001
eps(3) 340.0528 6.2895 <0.0001
eps(4) 453.4037 6.9101 <0.0001

4

eps(1) 113.3509 7.4489 <0.0001
eps(2) 226.7019 6.0847 <0.0001
eps(3) 340.0528 6.8289 <0.0001
eps(4) 453.4037 6.2772 <0.0001

Table 1: Summary statistics of rainfall data of two districts of West 
Bengal

Summary 
Statistics

Districts
North 24 Parganas Bankura

Mean 1179.11 1075.70
Median 1142.00 1060.20

Minimum 615.00 664.10
Maximum 2141.80 1700.20
Standard 
Deviation

275.91 226.70

Skewness 0.65 0.42
Kurtosis 0.20 -0.36

Coefficient of 
Variation (%)

0.23 0.21

Table 2: BDS test result of nonlinearity for North 24 Parganas 
district

Dimensions Epsilon Test 
statistic Probability

2

eps(1) 137.0998 6. 0148 <0.0001
eps(2) 274.1997 6. 6224 <0.0001
eps(3) 411.2995 8.6342 <0.0001
eps(4) 548.3994 7.0334 <0.0001

3

eps(1) 137.0998 9. 6707 <0.0001
eps(2) 274.1997 7.5504 <0.0001
eps(3) 411.2995 8.2524 <0.0001
eps(4) 548.3994 8.7971 <0.0001

4

eps(1) 137.0998 8.1355 <0.0001
eps(2) 274.1997 7.6780 <0.0001
eps(3) 411.2995 7.3090 <0.0001
eps(4) 548.3994 6.7909 <0.0001

Rainfall prediction using time-delay wavelet neural network
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The range of input lags from 1 to 15 and the range of hidden nodes 
from 1 to 10 have been explored to determine the optimal TDNN 
and TDWNN from single hidden-layered networks. The sigmoid 
activation function in the hidden nodes and the identity function in the 
output nodes, together with the gradient descent back-propagation 
technique, have been used in the process of training TDNNs. For 
training TDWNNs, we used the Morlet wavelet activation function 
in the hidden nodes and the identity function in the output node, 
in conjunction to the Gradient descent backpropagation approach. 
Monitoring Mean Square Error (MSE) and Mean Absolute Percent 
Error (MAPE) allows the identification of the optimal model at 
various learning rates and momentum after screening a significant 
number of initial models. The Table 4 provides a summary of the 
best TDNN and TDWNN models for each district.

 Table 5 details the comparative prediction abilities of 
TDNN and TDWNN for both districts. Table 5 demonstrates that the 
MSE and MAPE of the TDWNN methodology are less than those 
of the conventional TDNN method in both districts. In conclusion, 
the TDWNN model outperformed the conventional TDNN model in 
both districts. As seen in Fig. 3, the predicted values of the TDWNN 
model are more in line with the observed values than those of 
the TDNN model. However, the aforementioned findings simply 
demonstrate the observed model discrepancies. Therefore, the DM 
test was used to examine if there was a statistically significant 
distinction between the TDWNN and TDNN models. Table 6’s DM 
test result demonstrates unequivocally that there is a large difference 
in predictive capacity between TDWNN and TDNN models, which 
substantially corroborates Table 5’s conclusion. As a conclusion, the 
TDWNN model is superior to the conventional TDNN model for 

assessing agrometeorological risk.

CONCLUSIONS

 Empirical and theoretical research on time-series 
modelling and forecasting is rapidly expanding, with rainfall 
forecasting being one of the most complex topics in this domain. 
Several rainfall data sets exhibit complex nonlinearity in their 
observable properties. The capacity of standard statistical models to 
predict such nonlinear patterns is usually exceeded. The introduction 
of TDNN has offered a suitable solution. However, since classic 
TDNN utilises the sigmoid activation function, there is always the 
potential that the training process may converge to local minima. 
On the other hand, wavelet-based models are gaining popularity 
because to their relative ability to handle complex data sets and 
deliver more accurate predictions. This paper provides a comparison 
between TDWNN and conventional TDNN for rainfall forecasting. 
The results of this investigation indicate that the TDWNN approach 
outperformed the conventional TDNN technique. This TDWNN 
model may be evaluated further using other climatic variables, 
such as temperature and relative humidity, which are essential 
for agrometeorological risk assessment. Additional study on the 
implementation of various wavelet-based activation functions and 
a comparative analysis are conceivable.
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Table 4: Summary of model fitting

Districts Models Learning rate Momentum No. of input lag No. of hidden unit Total parameters
North 24 Parganas TDNN 0.03 0.004 3 2 11

TDWNN 0.02 0.004 3 1 6
Bankura TDNN 0.03 0.002 3 2 11

TDWNN 0.03 0.001 3 1 6

Table 5: Comparison of TDNN and TDWNN model under training and testing data set

Districts Models Training data Testing data

MAPE MSE MAPE MSE

North 24 Parganas TDNN 12.14 28032.80 13.99 28601.57

TDWNN 10.21 22470.01 12.22 25763.46

Bankura TDNN 13.27 30649.50 20.52 89958.01

TDWNN 9.57 16080.78 13.83 36343.61
 

Table 6: DM test for the statistical significance of TDNN Vs 
TDWNN model

Districts Models DM Statistic P-value
North 24 Parganas TDNN 

vs 
TDWNN

3.4496 <0.001

Bankura 5.5902 <0.001

RAY et al
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