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Food demand is expected to increase between 59% and 
98% by 2050 (Valin et al., 2014). Large amounts of crops must be 
grown to meet the increasing demand for food. To attain the goal, 
it is necessary to increase the crop yield with low field farmland. 
The yield prediction can therefore help the planning authorities with 
essential data in order to make sensible and correct decisions. In the 
process of agricultural planning, agro-economists have to provide 
simple and accurate calculation methods to forecast yields. Crop 
yield prediction depends on input aspects like location, irrigation 
techniques, temperature, etc. and mainly the crop yield forecasting 
algorithms. It is possible to obtain high precision of crop yield by 
implementing with suitable inputs and models without disrupting 
the essence and structures of agricultural production.

Agricultural researchers were examining stronger yield 
forecasting which depends on many factors. However, no baseline 
data collection is accessible for agricultural research as well as 
ranges for different locations, type of crop, climate and irrigation 
technique. Researchers use data-driven systems to obtain accurate 
prediction using the available data. Machine Learning (ML) 
algorithms play a key role in achieving greater precision in the 
data-driven model. Though there are major advances in ML and 
implementation in several areas, ML methods have some constraints 

when utilized in a solely data-driven manner. The accuracy of the 
forecasts and the accommodations developed by ML algorithms 
depends on the level of the data, the representative of the system 
and the dependence of the input as well as target variables in the 
datasets gathered (Khaki & Wang, 2019). 

Recently, there has been an increase in the use of cloud 
computing and big data for agricultural applications since any health 
issues in plants can be analysed by experts over the internet by using 
the symptoms (Ali et al., 2019) which also affects the crop yield. 
Some researchers utilized crop yield prediction regression models 
to evaluate their usefulness with other models. For better crop yield 
models, analyse the classical statistical models with other models 
(Barbedo, 2018). In this research, high computational regression 
based machine learning algorithms and a novel deep neural network 
are utilized in combination for predicting the crop yield.

In the related work, the analysis of few crop yield 
prediction research works using various predictive modelling 
techniques was explored.  Khaki and Wang (2019) have evaluated 
a novel deep learning algorithm for Syngenta Crop challenge. 
Similarly, Chlingaryan et al., (2018) have also addressed scientific 
advancement in the last 15 years on machine-based learning 
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Crop yield prediction is a complex task which uses historical data to predict how much yield can be obtained in a particular year. To predict accurate crop yield, 
a novel deep neural network named crop yield predicting deep neural network with XGBoost regression and AdaBoost regression algorithms were used. Further, 
in this research work, prediction models proposed are hybrid models, namely PCA-XGBoost, PCA-AdaBoost and the LSTM based Stacked Auto Encoder – Crop 
Yield Predicting Deep Neural Network (LSAE-CYPDNN) model for predicting the crop yield. The error metrics like Mean Absolute Error (MAE), Mean Absolute 
Percentage Error (MAPE) and Root Mean Squared Error (RMSE) were evaluated for the hybrid models. The result shows that the proposed hybrid LSAE-
CYPDNN model yields much less MAE, MAPE and RMSE compared to the models PCA-AdaBoost and PCA-XGBoost.
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ABSTRACT 



180 June 2022

techniques for precise crop yield prediction based on the assessment 
of nitrogen status. As a limitation, Chlingaryan et al.,(2018) found 
that, the sensor system has less framework and used only simple 
machine learning techniques. A simulation based model has been 
proposed by Mohanty et al., (2015) for calculating the wheat 
productivity based on the atmospheric temperature and carbon di 
oxide levels. Evaluated the research in Bhopal region of Madhya 
Pradesh and found that there was a positive relationship between 
carbon di oxide and grain yield. Also found that there was a negative 
relationship between atmospheric temperature and grain yield. 
Hence this study has proved that there is a huge impact on the 
wheat yield due to environmental factors. Whereas, the Maya and 
Bhargavi,(2019) have used the back propagation learning algorithm 
with Feed Forward Artificial Neural Network to predict the exact 
yield of paddy crops. Further, Crane-Droesch (2018), Khaki and 
Wang (2019) used deep neural network for crop yield prediction. 
Khaki and Wang (2019) suggested that error rate for crop yield 
prediction should be reduced and suggested for new enhanced 
technique. From the above existing research works, it is seen that 
crop yield prediction efficiency and accuracy is not adequate so new 
hybrid model is required for better accuracy and precision. 

MATERIALS AND METHODS

The objective of the research is to predict crop yields 
with high precision. Regression and DNN based machine learning 
algorithms and their performance metrics are used to determine the 
effectiveness of the proposed hybrid models. The system consists 
of the following major phases like dataset selection, then data pre-
processing like data imputation, solving positive skewed problems, 
one-hot encoding. Followed by dimensionality reduction and feature 
extraction, then training and testing. Finally, the error metrics are 
used to evaluate the machine learning and deep learning techniques. 
The research work flow is divided into three sections and is given 
below,

1) 	 Crop yield dataset Data pre-processing (Data imputation, 
Solving positive skewed problem, One hot encoding)Feature 
extraction (Principal Component Analysis)XGBoost 
regression based prediction model and evaluating the model 
using evaluation metrics.

2) 	 Crop yield datasetData pre-processing (Data imputation, 
Solving positive skewed problem, One hot encoding)Feature 
extraction (Principal Component Analysis)AdaBoost 
regression based prediction model and evaluating the model 
using evaluation metrics.

3) 	 Crop yield datasetData pre-processing (Data imputation, 
Solving positive skewed problem)Feature extraction 
(LSTM based Stacked Auto Encoder)Deep learning based 
prediction model (DNN) and evaluating the model using 
evaluation metrics.

Dataset description

In this work, a dataset that consists of historical data of 
crop yield from all over Indian states and all districts of India were 
used between the year 1995 to 2015. The dataset consists of seven 

instances (data columns - state_name, district_name, crop_year, 
season, crop_name, area and production) with 246091 different 
Attributes (rows). The research work considered nearly 124 types of 
crops that has been grown in all over India. The basic features of the 
samples are presented in Table 1. The source of the dataset used in 
this research work is https://www.kaggle.com/code/anjali21/indian-
production-analysis-and-prediction/data.

Data imputation

The first step of pre-processing is to check for the missing 
value in the dataset. The missing data in the dataset causes problems 
such as biased or skewed, complicated data management and 
interpretation with performance reductions. So, mean imputation 
has been used in this work. This patches the missing data in the 
dataset and updates the missing data by the substituted data.  

Positive skewed problems

Once data imputation has been performed using the mean 
mathematical technique, data is now distributed on one side. As a 
result, the long tail is on the positive side of the peak and skewed 
to the right. So, it’s called a positive skewed problem. Hence, this 
target variable is totally skewed on one side of the distribution, 
which would give a bias in the result, so it is necessary to convert 
the target variable into a normal distribution. In order to make a 
normal distribution, mathematical log operations are used and made 
the target variable into a normal distribution format. 

One hot encoding

The third pre-processing technique is one hot encoding 
technique which is used for obtaining better accuracy. Machine 
learning algorithms cannot directly work with categorical data, so 
categorical data is converted to numeric data by one-hot encoding. 
A one-hot encoder represents categorical variables as binary vectors. 
This encoder helps to map the categorical values to integer values. 
As a binary vector, each integer value is represented. Using the one-
hot encoding technique all the features in the dataset is converted to 
the numerical data. Further, using this technique the seven-feature 
column is extended to the 800-feature column.

Feature extraction 

Once all pre-processing is done, the data needs to be 
scaled down because the column of seven features is expanded 
to the column of 800 features. So, there is a certain need for 
dimensionality reduction. The feature extraction is also known as 
dimension reduction, since it reduces the dimensionality of data by 
selecting important features in data. While the initial information set 
is still accurate and original. Here for the dimension reduction, the 
Principal Component Analysis (PCA) is used. PCA is a statistical 
method which uses an orthogonal transformation to transform a set 
of observed possible associated variables. The 800 attributes from 
the dataset are reduced to 150 principal features using the PCA 
technique. Since the PCA components are orthogonal to each other, 
they are not correlated and they are independent. The pseudocode 
for the PCA technique used is given below.

1.	 Input: a D- dimensional training set X =  , N = 
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Dataset Size. 

2.	 Compute the mean 

3.	 Compute the covariance matrix Cov 

4.	 From computed Covcompute the eigenvectors   
and their corresponding eigenvalues  and then they 
are sorted, such that  

5.	 From computed Eigen vectors and Eigen values, select value 
with more variance for the dataset. Using those Eigen value 
and Eigen vector, compute new lower dimensional data. 

6.	 For any  its new lower dimensional representation is:

7.	 The original  can be approximated as

Regression

Regression analysis is the evaluation of how one or 
more predictors depend on a response variable, like how crop yield 
alterations vary as inputs like a quantity of irrigation or type of seed. 
In this research the two models used for regression are XGBoost 
regression and AdaBoost. The result obtained from PCA is given 
as the input for these models. Once the data is trained, remaining 
data is sent to the testing phase which also uses the same machine 
learning based regression algorithms for testing. The splitting ratio 
of a dataset for training is 80%, and testing is 20%. The regression 
uses a dependent variable and an independent variable to predict 
future crop yields.

XGBoost regression

XGBoost is a supervised learning based boosting 
algorithm and an ensemble algorithm dependent on gradient boosted 
trees (Mo et al., 2019). By introducing a regularization term, it will 
eliminate over-fitting. The xi is determined by Gunay et al.(2013). 

Where  the final tree model,  earlier generated 
tree model,  recently generated tree model, t -total number 
of base tree models.

The depth, as well as trees numbers, are significant 
parameters for the XGBoost algorithm. The XGBoost algorithm 
will accommodate any variables as inputs, but the output variable 
must be discrete, like binary variables (Mo et al., 2019). A new 
tree is formed along the direction of the loss function’s negative 
gradient. The loss becomes smaller and smaller when the number 
of tree models increases. The features extracted from PCA are given 
as input and the XGBoost based regression output for predicting the 
crop yield have been obtained successfully.

AdaBoost regression

AdaBoost is also known as Adaptive Boosting (Xiao et al., 
2019). AdaBoost is actually intended for challenges with regression 
and classification. An AdaBoost regressor is a meta-estimator which 
starts by installing a regressor on the initial dataset and then suits 
subsequent regressor clones on the similar dataset but changes the 
amounts of instances as per the actual prediction error. Further, it 
combines multiple weak regressors to increase the accuracy of the 
main model (Wu et al., 2020). Here also the output from PCA is 
given as the input and the AdaBoost based regression output for 
predicting the crop yield have been obtained successfully.

Deep learning

A deep neural network (DNN) is a multi-layered artificial 
neural network (ANN). Where the multiple layers will be between 
the input and output layers (Hinton et al., 2012). Whereas, the basic 
idea of driving ANN is the design, which imitates how the brain 
functions as neuronal interconnections (Rumelhart & Hinton, 1986). 
The DNN is good in object localization (Girshick et al., 2014), visual 
classification (Wu et al., 2020; A. Krizhevsky, I. Sutskever, 2012) 
and speech recognition (Längkvist et al., 2014). In this research, 
a DNN was utilized to establish associations between input and 
output variables as a multivariate regression model. DNNs training 
involves fine-tuning as well as pre-training (Merkel et al., 2018). 
The regression evaluation function in DNN is used to evaluate the 
accuracy of the crop yielding prediction model. The LSTM based 
Stacked Auto Encoder (LSAE) – Deep Neural Network learning 
model is proposed and this enhanced feature extraction with deep 
learning model known as LSAE-CYPDNN. Stacked auto encoder 
is used for automatic unsupervised feature extraction. Hence LSAE 
extracts features automatically and the extracted features are given 
as the input to the DNN for predicting the crop yield. 1024 artificial 
neurons are used. Such artificial neurons take one or more inputs, 
which are combined and added together by values called “weights”. 
This value is then transferred to a non-linear function, identified as 
an activation function, which will become the output of the neuron. 
To train this DNN model, total 24 hidden layers were functioned 
which gives best model for predicting the crop yield. The proposed 
DNN uses multiple epochs (Reddy & Rao, 2020, François, 2020). 
The number of epochs in this model is 20.

Adam is an optimization algorithm that could be utilized 
to modify network weights iteratively dependent on training data 
rather than the traditional stochastic gradient descent technique 
(Kouzehgar et al., 2019). Where, Adam (Kingma & Ba, 2014) is an 
adaptive learning rate optimization algorithm used in the proposed 
model. 

An activation function is a non-linear function that a 
neuron applies to introduce non-linear properties into the network. 
A non-linear relation indicates a transition in the first variable will 
not automatically equate to a constant change in the second. The 
activation function in a neural network is liable for translating the 
cumulative weighted input from the node into the activation node or 
providing output from the input. ReLU is known as Rectified Linear 
Unit and it a most used activation function in data science (Tang et 
al., 2018). ReLU non-linear, monotonic and convex function used 

A comprehensive approach on predicting the crop yield using machine learning



182 June 2022

to catch more complex patterns on the positive domain and obtain 
high values with less error. The ReLU activation function is affected 
by dying ReLU problem. Leaky ReLU activation function is used to 
overcome the dying ReLU problem. The parametric ReLU is used as 
activation function to solve the issues created by the hyperparameter 
of Leaky ReLU activation function. Further Gaussian Error Linear 
units (GeLU) is non-linear, non-monotonic and non-convex function 
used to catch more complex patterns at all points and is used in the 
proposed model which shows better accuracy than others activation 
functions. 

Loss calculation

In this research, three techniques such as Mean Absolute 
Error (MAE), Root Mean Squared Error (RMSE), Mean Absolute 
Percentage Error (MAPE) are used to find the error percentages of 
the predicting models. 

Mean Absolute Error (MAE)

A mean absolute error metric is used to calculate the 

accuracy of the continuous variable. The MAE is used to calculate 
the similarity of the forecast for the possible results. Sum of all 
absolute errors is the Mean Absolute Error (MAE). The absolute 
error is the amount of error during observation. It is the difference 
between the predicted values and actual values. The equation for the 
Mean Absolute Error (MAE) is represented as,

Where, n = the number of observed errors, Σ = summation (which 
means “sum of all”), = actual value,  = predicted value, 

 = absolute errors.

Mean absolute percentage error (MAPE)

MAPE is an evaluation measure that is used to measure 
how accurate the prediction system is. It measures the prediction 
accuracy as a percentage. The equation for the Mean Absolute 
Percentage Error (MAPE) is represented as,

Table 3: Comparison for Mean absolute error (MAE), Root mean 
squared error (RMSE) and Mean absolute percentage error 
(MAPE)

Proposed 
models

Mean absolute 
error

Root mean 
squared error

Mean absolute 
percentage error

XGBoost 11.3% 13% 5%
AdaBoost 12.6% 15% 10%
CYPDNN 4.2% 6.5% 3%

Table 4: Comparison of proposed deep learning model with existing 
models using MAPE error metric

Research Work MAPE
You et al.,(2017) 3.41%

Oliveira et al., (2018) 9.8%
Laxmi and Kumar,(2011) 4.4%

Proposed Method 3%

Table 1: Crop yield prediction dataset sample

State_Name District_Name Crop_Year Season Crop Area Production
Andaman and Nicobar Islands NICOBARS 2000 Kharif Arecanut 1254 2000

Andhra Pradesh ANANTAPUR 1997 Rabi Ragi 600 1000

Bihar GOPALGANJ 2006 Rabi Maize 5626 11134

Chandigarh CHANDIGARH 2008 Rabi Wheat 600 2700

Haryana KAITHAL 2012 Whole Year Sugarcane 3511 349000

Karnataka BELGAUM 2013 Kharif Bajra 12444 8204

Tamil Nadu VILLUPURAM 2013 Whole Year Turmeric 2252 5040

West Bengal PURULIA 2014 Rabi Urad 220 113

Table 2: Future crop yield prediction results sample of CYPDNN model

State_Name District_Name Crop_Year Season Crop Area Production
Tamil Nadu THANJAVUR 2022 Kharif Rice 178011 684316
Tamil Nadu CUDDALORE 2023 Kharif Rice 125207 540382
Tamil Nadu PERAMBALUR 2022 Whole Year Cotton(lint) 14000 34431
Tamil Nadu MADURAI 2023 Whole Year Cotton(lint) 10400 24753
Tamil Nadu SALEM 2022 Whole Year Cotton(lint) 12500 37248
Tamil Nadu DHARMAPURI 2022 Whole Year Sugarcane 2424 273610
Tamil Nadu TIRUVANNAMALAI 2022 Whole Year Sugarcane 19500 2340000
Tamil Nadu TIRUCHIRAPPALLI 2022 Rabi Groundnut 5100 15390
Tamil Nadu NAMAKKAL 2023 Rabi Groundnut 5000 17480
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Root mean squared error (RMSE)

The standard deviation of prediction errors (residuals) is 

the Root Mean Square Error (RMSE) (Sinha et al., 2021). RMSE 
calculates the residuals distributions. It shows the best fit line of 
the concentrated data. To find the accuracy, the root mean square is 
taken for the error, where the error occurred between the observed 
value and predicted value. The formula for the RMSE is given 
below.

Table 5: Comparison of hyperparameters

Activation function RMSE (%) Optimizer RMSE (%)
Tanh 11.15 SGD 10.89
Sigmoid 9.76 RMSPROP 10.25
Relu 7.64 ADAGRAD 8.45
Leaky Relu 7.43 ADAM 6.50
Parametric Relu 7.18
Gelu 6.50

Fig. 1: Comparison of actual and predicted values for all the three models

A comprehensive approach on predicting the crop yield using machine learning
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RESULTS AND DISCUSSION

	 Once crop yield dataset is trained with 80% data and 
tested with 20% data, performance evaluation is performed using 
the error metrics. Also, future crop yield predictions were done for 
the best CYPDNN model and the sample is shown in Table 2. The 
error metrics are evaluated for all the three proposed crop yield 
predicting hybrid models.

Comparison of XGBoost Regression, AdaBoost Regression and 
CYPDNN using MAE, RMSE and MAPE

	 The error metrics are compared for all the three models 
and the proposed CYPDNN model has the least error for all the error 
metrics while the highest error rates are recorded for the AdaBoost 
model. The error metrics comparisons are shown clearly in Table 3.

The comparison of the existing techniques with the 
proposed methodology with respect to MAPE is shown in Table 4. 
While the research works have different MAPE for different crops, 
the average is given. The proposed algorithm has very less error 
when compared with existing algorithms. 

Comparison of Hyperparameters

The comparison is also performed to check the difference 
between the activation functions. This work uses GeLU as the 
activation function. Other activation functions like ReLU, Tanh and 
Sigmoid are also implemented and compared with respect to RMSE 
is seen in Table 5. It is seen that the GeLU works effectively for the 
selected model and dataset and has less error rate. This is the reason 
that this particular activation function is implemented. This work 
also uses ADAM optimizer, while the other optimizers compared 
are SGD, ADAGRAD, and RMSPROP. It can be seen that ADAM 
is more efficient by a large margin and it is also shown in Table 5.

Performance is evaluated for the proposed model, where 
the actual and predicted value is examined. The proposed LSAE-
CYPDNN provides better prediction when compared with the other 
two models AdaBoost and XGBoost. The actual value and prediction 
value for the crop yield prediction for XGBoost, AdaBoost and the 
proposed LSAE-CYPDNN algorithm is represented in Fig 1. 

CONCLUSION

In this research work, three hybrid models were proposed 
namely PCA-XGBoost, PCA-AdaBoost and LSAE-CYPDNN 
model to predict the accurate crop yield. The proposed LSAE-
CYPDNN algorithm provides the most minimum optimal error 
and helps to increase the accurate prediction. The predicted error 
is calculated using the error metrics. Three errors metric is used 
namely Mean Absolute Error (MAE), Mean Absolute Percentage 
Error (MAPE) and Root Mean Squared Error (RMSE). The results 
were compared with all other proposed hybrid models and with 
existing algorithms. The proposed Deep learning algorithm is better 

and has less error when compared to existing techniques. Finally, the 
result shows that the proposed hybrid LSAE-CYPDNN model gives 
minimum optimal error when compared to the other two proposed 
hybrid models PCA-AdaBoost and PCA-XGBoost. 
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